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Abstract 

 
In a data driven economy, qualitative business survey data are of great importance. Business 

and Consumer Surveys have proven to contain a vast amount of vital information and, when 

designed and harvested correctly, can give an indication of what is happening ahead of 

corresponding official data.  

This report discusses “How Survey-Based Indicators perform in time of severe economic crises 

and what are the implications”. The statistical techniques that will be used include the survey 

balance, the probability and the regression methods which serve as the basis for quantifying 

survey-based expectations, along with perceptions of the past and provide relatively “early” 

economic indicators. This is then followed by an application on the Confederation of British 

Industry’s Industrial Trends Survey with the focus on using these survey data to provide early 

economic indicators that track the UK’s manufacturing output both in normal times and in 

times of crisis. To test the performance of these indicators during these different periods, many 

out of sample forecasting experiments were conducted on the financial crisis period, from 

2008Q2 to 2009Q2. We find that the Industrial Trends Survey data significantly outperform 

benchmark ARMA models when forecasting UK’s manufacturing output both in normal times 

and in crisis. We also examined the impact of changes in sample size and in answering practices 

of the Industrial Trends Survey during normal and crisis periods, and the experiment confirmed 

the robustness of survey data.  The above results highlight the importance and robustness of 

ITS survey data that provide two early indicators for output, one as a nowcast and one as a 

forecast as well as the utility of the quantified series to be used as efficient predictors in other 

more complex macroeconomic models to increase their forecasting accuracy. 
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1. Introduction 

The subject of measuring survey-based macroeconomic expectations is still relevant and a 

highly important subject amongst scholars, economists and survey practitioners - especially 

since the global financial crisis. Economists around the globe are fighting a constant battle to 

produce timely and precise forecasts to reduce the uncertainty about the future of the overall 

economy. Extreme abnormal events such as the 2008 financial crisis by their very nature are 

difficult to anticipate by using the predictions of business agents at an aggregate level.     

        Although the financial crisis originated in the US housing market, it soon spread to UK 

mortgage lenders and led to the first run on a British bank (Northern Rock) in over 150 years. 

Official statistics for Gross Domestic Product, as provided by the UK Office of National 

Statistics, show that the subsequent recession in the UK lasted for the five quarters 2008 Q2 to 

2009 Q2 until growth was observed once again in 2009 Q3.  

       The focus of this report is to provide a theoretical and a practical guide on how to construct 

early aggregate economic indicators and assess their forecasting abilities in times of crisis. To 

do that, an experiment will be conducted whereby we will go back in time to 24 April 2008 to 

when the Confederation of British Industry quarterly Industrial Trends Survey (ITS) was 

published, and try to forecast UK manufacturing output using a combination of the available 

official statistics and survey data at the time. The latest official statistics on manufacturing for 

2008 Q1 were not published until mid-May 20081. As a result of the publication lag, one can 

use the retrospective views of ITS respondents and give an early indicator for what has already 

occurred during 2008 Q1 about a month before the official data for 2008Q1 are published. Also 

one can use the prospective (expectations) views of the respondents to provide an early forecast 

for what will happen in 2008 Q2. 

      In order to be able to provide these early indicators and help economists understand what 

has happened to the economy up to that time and make timely forecasts, business and consumer 

tendency surveys are used as a tool to gather data by asking questions of individual respondents 

such as consumers, firms, governments, etc. regarding their past and/or future views on various 

topics, such as their volume of output, prices, employment, exports and many other 

characteristics associated with various key economic indicators such as inflation, output growth 

and  GDP.     

      Several countries in the EU have long standing so called “tendency surveys”. These kinds 

of surveys usually ask respondents to report “Down” or “Fall”, “Same” or remain “Stable” 

 
1 For this report it is assumed that at quarter 𝑡 the only official data available are the data published for the previous quarter 𝑡 − 1.  
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and “Up” or “Rise” in an ordered fashion, concerning their individual expectations on the 

future movement on prices, volume of output, employment rate, etc.  In the United Kingdom, 

the longest standing UK economic survey is the Industrial Trends Survey (ITS) managed by 

the Confederation of British Industry (CBI), which began the survey in 1958 and asks 

manufacturing firms questions on past and future views on various micro and macroeconomic 

topics. 

      The structure of this paper is as follows: in section 2, starts by outlining and motivating the 

theory of the most known quantification methods the balance statistic, the probability 

approach and the regression approach that are proposed in the literature since the early 1950’s; 

in section 3, the CBI’s Industrial Trends Survey is introduced, the dataset is described and the 

in-sample and out of sample sets are defined as well as results from the in-sample analysis are 

summarised. These two sets will be the basis for the real time crisis experiment. In section 4, 

the real-time crisis experiment is described and the out of sample analysis results are outlined, 

as well as a series of experiments are conducted to test the forecasting ability of survey-based 

expectations and the potential impact of changes in sample size during normal and crisis 

periods. The conclusion involves a general discussion about the utility and performance of 

survey data and their quantified proxies served as Survey-Based Economic Indicators in normal 

times and in times of crisis. 

 

2. Quantification Methods  

      The three fundamental approaches that are most commonly used in literature, to quantify 

survey-based expectations using aggregate survey information are the balance, the probability 

and the regression methods.  

      Consider a survey that asks at time 𝑡, 𝑁𝑡 respondents on their opinions about the actual 

(population) value of an economic variable 𝑋𝑡
∗, and let the actual change of that underlying 

variable from 𝑡 − 1 to 𝑡 be 𝑥𝑡−1 𝑡
∗ or simply 𝑥𝑡

∗.  

      Furthermore, let the survey at time 𝑡 ask agents two questions regarding the movement of 

an economic variable 𝑋𝑡
∗, one is retrospective and concerns 𝑥𝑡

∗  and the other is prospective 

and concerns the future trend 𝑥𝑡+1
∗ . The answers available for each respondent 𝑖 = 1, . . , 𝑁𝑡 
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are usually three e.g. expect 𝑋𝑡
∗ or 𝑥𝑡+1

∗  to go “Down”, remain the “Same” or go “Up”. There 

is also a “Not Applicable” option which is supressed for the purpose of the analysis2.  

      Furthermore, let the population change of  𝑋𝑡
∗ from 𝑡 − 1 to 𝑡 denoted as 𝑥𝑡

∗ to be a weighted 

average of all agents in the industry (population) meaning 𝑥𝑡
∗ = ∑ 𝑤𝑗𝑡𝑥𝑗𝑡

𝑁∗

𝑗=1  where 𝑤𝑗𝑡 is the 

weight of each agent (e.g. firm) in that particular industry with population size 𝑁∗ (at time 𝑡) 

and  𝑥𝑗𝑡 denotes each agent’s individual change e.g. in output from 𝑡 − 1 to 𝑡.  

       In order to provide an early indicator for the overall change 𝑥𝑡
∗ or value 𝑋𝑡

∗ a survey is used. 

Hence, when the survey asks a sample of 𝑁𝑡 firms (agents) from the industry (population) of  

𝑁∗ firms, to express their qualitative views about the future change of their e.g. prices, output 

etc. from (𝑡) to (𝑡 + 1) denoted as 𝑥𝑖𝑡+1, then one can estimate the actual future change 𝑥𝑡+1
∗  of 

𝑋𝑡
∗ from a weighted sample average 𝑥𝑡+1 = ∑ 𝑤𝑖𝑡𝑥𝑖𝑡+1

𝑁𝑡
𝑖=1 . The component 𝑥𝑖𝑡+1 is not yet 

observed because is the future change e.g. of the 𝑖𝑡ℎ firm’s e.g. prices, output over the next 

period. Although it is not observed, surveys collect qualitative data by asking agents to provide 

an expectation about the movement of 𝑥𝑖𝑡+1. Hence, one can use these survey expectations data 

gathered from each 𝑖𝑡ℎ agent, in order to estimate 𝑥𝑖𝑡+1 as 𝑥𝑖𝑡+1
𝑒  then estimate 𝑥𝑡+1 as 𝑥𝑡+1

𝑒  

which by itself is an indicator for the (population) change 𝑥𝑡+1
∗ . 3 The problem that arises is 

how to get from agents’ qualitative future views (“Rise”, “Fall”, “Same”) to  quantitative 

measures 𝑥𝑖𝑡+1
𝑒  about their own actual future change 𝑥𝑖𝑡+1and thus obtain an average measure 

𝑥𝑡+1
𝑒  about 𝑥𝑡+1 which can be though as an early economic indicator about the future change 

of 𝑋𝑡
∗ (𝑥𝑡+1

∗ ). 

There are various ways outlined in the literature that one can use when facing the problem of 

quantifying qualitative survey-based expectations which are known to be used as Economic 

Indicators for the future of the underlying variable4 𝑥𝑡+1
∗  or 𝑋𝑡+1

∗ . Despite the fact that exact 

individual expectations 𝑥𝑡 𝑖,𝑡+1
𝑒 ≔ 𝐸[ 𝑥𝑡 𝑖,𝑡+1|Ω𝑖𝑡]  5 cannot be directly computed, because of 

the qualitative nature of the survey data, an approximation for those 𝑖 individual expectations 

 
2 The percentage of firms reporting “Not applicable” is considerably small, less than 1% and will be ignored by allocating the percentage 

equally to the other three answers see Berk (1999). Also it is assumed that answers “Up” with ”Rise”, “Down” with ”Fall” and “Same” with 

“Stay Stable” are respectively equivalent. 
3 𝑋𝑡+1

∗  and 𝑥𝑡+1
∗  refer to the actual value and percentage change in population (whole market). Whereas, the 𝑋𝑡+1 and 𝑥𝑡+1 are the corresponding 

sample estimations. For example 𝑋𝑖𝑡+1 is the future value of output that a respondent firm will produce, over the next period (𝑡 + 1) and also 

the firm’s output growth from (𝑡) to (𝑡 + 1) is denoted as 𝑥𝑖𝑡+1. The objective is how to estimate 𝑋𝑡+1, 𝑥𝑡+1 (quantitative) from survey data 

(qualitative) and thus have an estimation for 𝑋𝑡+1
∗  and 𝑥𝑡+1

∗ . 
4 Depending on the question asked in the survey the underlying variable could be the change (𝑥∗ ≔ 𝛥𝛸∗) or the value (𝛸). Furthermore the 

change from (𝑡 − 1) to (𝑡) could be e.g. 𝑥𝑡: = 𝛥𝑋𝑡 = 𝑋𝑡 − 𝑋𝑡−1 𝑜𝑟 
𝑋𝑡−𝑋𝑡−1

𝑋𝑡−1
 𝑜𝑟 log (

𝑋𝑡

𝑋𝑡−1
).  In this report the underlying variable in question is 

the percentage change 𝑥,  𝑥𝑡: =
𝑋𝑡−𝑋𝑡−1

𝑋𝑡−1
 where 𝑡 symbolizes each quarter.   

5 𝒙𝒕 𝒊,𝒕+𝟏
𝒆  is the expectation of the 𝑖𝑡ℎ respondent agent standing at time 𝑡, for the movement of the underlying quantitative variable 𝑥 

(percentage change) regarding the next period 𝑡 + 1 given all the information available up to time 𝑡.  
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can be used. How close the approximation will be to the actual change highly depends on the 

quality of survey data and the model assumptions that have to be made in order to obtain a 

measure of expectation for the future change of the underlying variable6.  

Usually, survey data are published in an aggregate form basically aggregate percentages of 

“Ups”, “Downs” or (“Ups” − “Downs”). In order to convert the qualitative expectations to 

quantitative measures three basic approaches will be used that deal with the aggregate form of 

the survey data. 

1. Balance method, Anderson (1951)  

2. Probability method, Theil (1952) and Carlson & Parkin (1975)  

3. Regression method, Anderson (1952) and  Pesaran (1984)  

 

2.1 Balance method 

The first approach of quantification is the so-called balance statistic 𝐵𝑡 which was coined by 

Anderson (1951) and is the difference in percentages of survey participants who responded 

positive to those who responded negative. In this case the difference between the percentage 

of firms at time 𝑡 who expect “Rise ” and those who expect “Fall” concerning the movement 

of the underlying variable 𝑥 over the next period. 

      Let the aggregate form 𝐹𝑡
𝑒, 𝑆𝑡

𝑒 and 𝑅𝑡
𝑒 represent the total percentage of firms expecting 𝑥 

to  “Fall”, stay “Stable” or “Rise” over the next period with codes 1, 2, 3 respectively. Notice 

that the survey is conducted at quarter 𝑡 − 1 and the percentages concern the quarter 𝑡. Below 

the definitions for 𝐹𝑡
𝑒 , 𝑆𝑡

𝑒 , 𝑅𝑡
𝑒 are outlined. 

• 𝐹𝑡
𝑒

𝑡−1  or 𝐹𝑡
𝑒: Percentage of firms expecting their output to “Fall” from 𝑡 − 1 to 𝑡. Note 

that the same principles apply for 𝐹𝑡+1
𝑒

𝑡  or 𝐹𝑡+1
𝑒  only the time index changes from 𝑡 to 

𝑡 + 1 and so forth for every 𝑡. 

• 𝑆𝑡
𝑒

𝑡−1  or 𝑆𝑡
𝑒:Percentage of firms expecting their output to stay “Stable” from 𝑡 − 1 to 𝑡. 

• 𝑅𝑡
𝑒

𝑡−1  or 𝑅𝑡
𝑒: Percentage of firms expecting their output to “Rise” from 𝑡 − 1 to 𝑡.  

• 𝐹𝑡
𝑒 =

∑ 𝐈{𝑟𝑖𝑡
𝑒 =1}

𝑁𝑡−1
𝑖=1

𝑁𝑡−1
, 𝑆𝑡

𝑒 =
∑ 𝐈{𝑟𝑖𝑡

𝑒 =2}
𝑁𝑡−1
𝑖=1

𝑁𝑡−1
, 𝑅𝑡

𝑒 =
∑ 𝐈{𝑟𝑖𝑡

𝑒 =3}
𝑁𝑡−1
𝑖=1

𝑁𝑡−1
,  

𝐹𝑡
𝑒 + 𝑆𝑡

𝑒 + 𝑅𝑡
𝑒 + 𝑁𝐴𝑡−1 = 1    

 

 
6 In the scope of simplifying the notation, always consider  𝑥𝑡 to be the actual total growth from the previous period 𝑥𝑡−1 𝑡 until it is stated 

otherwise.  This means when writing 𝑥𝑡+1 is the same as 𝑥𝑡 𝑡+1 and so forth, same applies to the individual growths 𝑥𝑖𝑡. The right hand side 

always denotes the time the underlying variable is attributed to. 
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Where 𝑟𝑖𝑡
𝑒  is the coded answer {1, 2, 3} for agent 𝑖 and  𝑁𝐴𝑡−1 denote the “Not Applicable” 

answer to expectations question in the survey 𝑡 − 1 a and 𝐈 = {
1, 𝑖𝑓 𝑟𝑖𝑡

𝑒 = 𝑗  𝑎𝑛𝑑 𝑗 = 1, 2, 3

0,                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  is 

the index function that basically counts each code in the survey 𝑡 − 1 in order to get the 

aggregate percentages. 

      The balance statistic was originally formed for the trichotomous case where only three         

responses were available but it can be generalized to the pentachotomous case (or more) simple 

by using the appropriate weights. 

𝐵𝑡 = −1 ∗ 𝑆𝐷𝑡 − 0.5 ∗ 𝐷𝑡 + 0 ∗  𝑆𝑡 + 0.5 ∗ 𝐼𝑡 + 1 ∗ 𝑆𝐼𝑡 

Where 𝑆𝐷𝑡 < 𝐿𝐷𝑡 < 𝑆𝑡 < 𝐿𝐼𝑡 <  𝑆𝐼𝑡 are ordered and represent “strong decrease”, “light 

decrease”, “stable”, “light increase”, “strong increase”. The above balance statistic is by itself 

an average quantified measure for the actual (future) change 𝑥𝑡 . Although has to be scaled in 

order be an economic indicator and track the actual change of 𝑋 e.g. output or inflation rate or 

an index. The choice of the scale will also affect the accuracy of the Balance Statistic to track 

the official data.  Then Balance statistic could be considered as the mean of a common discrete 

distribution for all agents were answers are located in points (−𝜃, 0, 𝜃). 

(0) 𝑥𝑡
𝐵𝐴𝐿: = 𝐵𝑡 = 𝜃(𝑅𝑡

𝑒 − 𝐹𝑡
𝑒)   and  𝜃 =

∑ 𝑥𝑡
∑(𝑅𝑡

𝑒 − 𝐹𝑡
𝑒)  ⁄  

The scaling parameter θ is estimated as 𝜃, by a-priori imposing that the quantified expectation 

series 𝑥𝑡
𝐵𝐴𝐿 is an unbiased estimator for the mean of the underlying variable 𝑥𝑡 over the whole 

sample period which can be shown to be rather restrictive since unbiasedness is a necessary 

condition for expectations to be rational and would be better if it was not imposed a-priori (see 

Batchelor & Orr 1988). Although many different scaled parameters have been proposed in the 

literature one can bypass the scaling problem by standardising both the 𝑥𝑡
𝐵𝐴𝐿 and 𝑥𝑡 and focus 

on their correlation. The balance statistic could be considered as the mean of a discrete 

aggregate probability distribution with a dispersion measure (variance) 𝐷𝐼𝑆𝑡 = 𝜃((𝑅𝑡
𝑒 + 𝐹𝑡

𝑒) −

(𝑅𝑡
𝑒 − 𝐹𝑡

𝑒)2), where answers are located to the points of −1 for a “Rise” 0 for a “Fall” and 1 

to “Stay the same”. The fact that the distribution of forecasting series come from a discrete 

distribution (see Batchelor 1986) became the motivation for Theil (1952) to find a more flexible 

approach which lead to the next method of discussion which is the probability method. 
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2.2 Probability method 

      The probability method although was first seen in Theil (1952), it was popularised later by 

Carlson and Parkin (1975) in their attempt to quantify inflation expectations using the CBI 

survey data.  

      The method is based around the assumption that each 𝑖𝑡ℎ individual’s response, forming an 

expectation at time 𝑡 𝑥𝑡 𝑖,𝑡+1
𝑒 about the future movement of 𝑥𝑖,𝑡+1 (e.g. 𝑖𝑡ℎ firm’s individual 

output ) comes from a subjective conditional probability density function  𝑓𝑖(𝑥𝑖𝑡+1 |Ω𝑖𝑡) with 

mean 𝑥𝑡 𝑖,𝑡+1
𝑒  and a dispersion measure 𝜎𝑡 𝑖,𝑡+1

𝑒  where Ω𝑖𝑡 is all the information available to 

agent 𝑖 up to time 𝑡. Additional assumptions should be made for the first and second moments 

𝐸[𝑓𝑖(𝑥𝑡+1 |Ω𝑖𝑡)] < ∞, 𝐸[𝑓𝑖(𝑥𝑡+1 |Ω𝑖𝑡)]2 < ∞ to be finite in order for the distribution to have 

a mean and a dispersion measure such as variance. 

      Because each 𝑖𝑡ℎ respondent is expected to report at (𝑡 + 1) the mean of the above 

probability distribution it holds that each response  𝑗 = 1, 2, 3  is constructed as follows, agent 

𝑖 reports : 

•  “Fall” , if their expectation is below       𝑥𝑡 𝑖,𝑡+1
𝑒 ≤  −𝛽𝑖𝑡  

• “Stable” , if their expectation is between     −𝛽𝑖𝑡 <  𝑥𝑡 𝑡+1
𝑒 <  𝛼𝑖𝑡 

• “Rise ”,  if their expectation is above       𝑥𝑡 𝑖,𝑡+1
𝑒 ≥ 𝛼𝑖𝑡    

 

Where the threshold parameters  𝑎𝑖𝑡, 𝛽𝑖𝑡 > 0  form an interval [−𝛽𝑖𝑡, 𝛼𝑖𝑡] which in bibliography 

is called the “indifference interval” or “indifference limen” or “just noticeable difference” as 

shown in Figure 2.1 for the Carlson & Parkin (1975) case. 

The interpretation of that interval comes from the assumption that when firms are forming 

expectations in their mind two significant thresholds exist, one positive 𝛼𝑖𝑡 and one negative 

−𝛽𝑖𝑡 where they will report they expect a “Rise” if 𝑥𝑡 𝑖,𝑡+1
𝑒 ≥ 𝛼𝑖𝑡  and a “Fall” if 𝑥𝑡 𝑖,𝑡+1

𝑒 ≥ 𝛼𝑖𝑡 

if they consider for example that, according to their personal views of the market and their own 

finances their output is unlikely to increase or decrease from (𝑡) to (𝑡+1)  then it holds 𝑥𝑡 𝑖,𝑡+1
𝑒 ∈

(−𝛽𝑖𝑡, 𝛼𝑖𝑡) and they should report remain “Stable”. 

        Carlson and Parkin (1975)  furthermore assume that the firms are independent with each 

other and identically distributed then the individual subjective conditional probability 

distribution 𝑓𝑖(𝑥𝑡+1 |Ω𝑖𝑡) can be aggregated to form the joint conditional probability 

distribution 𝑓(𝑥𝑡+1 |Ω𝑡) = ∏ 𝑓𝑖(𝑥𝑡+1 |Ω𝑖𝑡) 
𝑁(𝑡)
𝑖=1  where  Ω𝑡 = ⋃ Ω𝑖𝑡

𝑁(𝑡)
𝑖=1  is the available 

information to all firms up to time 𝑡.  
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        Now consider the individual expectations series 𝑥𝑖,𝑡
𝑒  ∀𝑖 as independent identically 

distributed draws from the joint probability distribution with mean 𝑥𝑡
𝑒 ≔ 𝐸[ 𝑥𝑖,𝑡

𝑒 | Ω𝑡] and 

variance 𝜎2
𝑡
𝑒

≔ 𝑉[ 𝑥𝑖,𝑡
𝑒 | Ω𝑡] or standard deviation 𝜎𝑡+1

𝑒 .  

        Furthermore, Carlson and Parkin (1975) assume the distribution of 𝑥𝑡, 𝐹 to be the normal 

distribution density function. They also assume that the threshold parameters are symmetric, 

constant and time invariant  𝑎𝑖𝑡= 𝛽𝑖𝑡 = 𝜆 > 0  all across agents. Thus, the percentage of sample 

of firms reporting “Rise” and the percentage of those reporting “Fall” from 𝑡 − 1 to 𝑡, 

converges in probability to true population values as 𝑁𝑡 → ∞ (large enough). This means that 

the probability to observe a future “Rise” and “Fall” is approximated as:7  

(1) 8   𝑅𝑡
𝑒  → 𝑃(𝑥𝑖𝑡

𝑒 ≥ 𝜆) = 1 − 𝐹(𝜆)   

(2)      𝐹𝑡
𝑒  → 𝑃(𝑥𝑖𝑡

𝑒 ≤ −𝜆) = 𝐹(−𝜆)   

 

 

The percentage 𝑆𝑡
𝑒 = 1 − 𝑅𝑡

𝑒  − 𝐹𝑡
𝑒 of individuals reporting no change is used to define the 

indifference limen −𝛽𝑡 <  𝑥 𝑡
𝑒 <  𝛼𝑡 or as in the special case of Carlson and Parkin (1975) 

−𝜆 <  𝑥 𝑡
𝑒 <  𝜆.  By standardisation in (1) and (2) we get 

 
7 The probability to observe no change on 𝑥𝑡 is  𝑆𝑡  → 𝑃(−𝜆 < 𝑥𝑡−1 𝑡

𝑒 < 𝜆)  where 𝑥𝑡−1 𝑡
𝑒 should lie inside the symmetric and constant 

indifference interval (−𝜆, 𝜆).  

8 (𝐹𝑡
𝑒, 𝑆𝑡

𝑒 , 𝑅𝑡
𝑒) correspond to the question on expectations and (𝐹𝑡 , 𝑆𝑡 , 𝑅𝑡 ) correspond to the question on past realizations of 𝑥𝑡    
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(3) 1 −  𝑅𝑡
𝑒 = Φ (

𝜆− 𝑥 𝑡
𝑒

𝜎𝑡
)   

(4) 𝐹𝑡
𝑒 = Φ (

−𝜆− 𝑥 𝑡
𝑒

𝜎𝑡
)   

Where Φ is the cumulative probability function of the standard normal distribution 𝑁(0,1).  

Thus by inverting (3),(4) and taking the quantile function which is the inverse function of the 

cumulative probability distribution function or 𝑄(𝑥) =  Φ−1(𝑥) an explicit solution is derived. 

(5) 𝜎𝑡 =
2𝜆

𝑄(1−𝑅𝑡
𝑒)−𝑄(𝐹𝑡

𝑒)
 

(6) 𝑥 𝑡
𝑒 = 𝜆 (

𝑄(1−𝑅𝑡
𝑒) + 𝑄(𝐹𝑡

𝑒)

𝑄(1−𝑅𝑡
𝑒) − 𝑄(𝐹𝑡

𝑒)
) 

Where 𝑄 is the quantile function of the standard normal distribution. Also, note in this specific 

case where the indifference interval is considered symmetric and time invariant 𝜆 merely 

becomes a scaling parameter for the 𝑥 𝑡
𝑒  to track the actual expected realisations of 𝑥 𝑡 . 

Notice that (5) and (6) are two equations with three unknowns 𝑥 𝑡
𝑒 , 𝜎𝑡 and 𝜆. Carlson and 

Parkin estimate 𝜆 by imposing a-priori unbiasedness over the whole in-sample period meaning 

that 𝐸[𝜆 𝑥𝑡
𝑒] = 𝐸[𝑥𝑡] thus, 

 

(7) 𝜆̂ =
∑ 𝑥𝑡

𝑇
𝑡=1

∑ (
𝑄(1−𝑅𝑡

𝑒) + 𝑄(𝐹𝑡
𝑒)

𝑄(𝐹𝑡
𝑒)−𝑄(1−𝑅𝑡

𝑒) 
)𝑇

 𝑡=1

  

 

This assumption of a-priori unbiasedness is criticised from many authors. Mostly because 

unbiasedness is a necessary condition for the expectations to be rational and it should not be 

imposed a-priori when quantifying expectations. Ideally the unbiasedness property of 𝑥 𝑡
𝑒  

should be tested after the quantification procedure and not be initially imposed. Anyhow the 

survey based indicator formed at (𝑡 − 1) for (𝑡) given by the Carlson & Parkin (CP) probability 

method can be summarised as: 

(8) 𝑥𝑡
𝐶𝑃 = 𝜆̂ 

𝑓𝑒 + 𝑟𝑒

𝑓𝑒 − 𝑟𝑒
      where 𝑓𝑒 = 𝑄(𝐹𝑡

𝑒) and 𝑟𝑒 = 𝑄(1 − 𝑅𝑡
𝑒).  

Since Carlson & Parkin (1975) various extensions have been proposed in the literature such as 

different probability distributions for 𝑥𝑡 e.g. central t that has heavier tails and give 𝑥𝑡 a higher 

probability to take more extreme values. This feature is useful especially in crisis because of 

the large negative values of 𝑥𝑡. Other examples include uniform, non-central t, logistic, 𝜒2 and 

many others see Batchelor (1981), Mitchell (2002), Nielsen (2003) et.al. Also, Carlson & 

Parkin (1975) themselves consider the central t distribution as an alternative. Studies show 
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(including ours) that the results of using other distribution do not differ significantly enough 

even when normal distribution assumption is clearly violated e.g. 2008-2009 financial crisis. 

Although there are not much evidence to suggest taking a normal distribution is not appropriate 

there are have been many studies that criticize the CP assumption of the indifference interval 

[−𝜆, 𝜆] to be time invariant across surveys and symmetric between respondents and many 

extensions have been proposed in the literature for a quick overview and shortcomings of the 

Carlson & Parkin method see Nardo (2003).  One can relax the above assumption of the interval 

to an asymmetric one [−𝑏, 𝑎]  a time varying one [−𝜆𝑡, 𝜆𝑡]  or both [−𝑏𝑡, 𝑎𝑡]  which the general 

case. Mitchell (2002) proposes an even more generalized version for the indifference interval 

[−𝑏𝑖𝑡, 𝑎𝑖𝑡] to also vary across each respondent, but that will require the analysis of panel data 

or disaggregate which is not on the scope of this report. Another problem is that this method is 

developed for the trichotomous case when there are only three possible answers available to 

respondents and two threshold parameters but in a more general scenario where the 

pentachotomous (5 answers) or polychotomous ( 𝑛-odd answers) then the assumptions of 

symmetry and time invariance for the indifference limen  are strongly violated.  

As an alternative to bypass the generalisation problem and the a-priori unbiasedness Pesaran 

developed the regression method.  

 

2.3  Regression Approach 

This method has its roots in Anderson (1952), when he wanted to find another justification for 

the balance statistic and was further developed and applied by Pesaran (1984) who used it as 

an alternative measure to the probability method in order to forecast inflation rates with CBI 

ITS data. The basic idea is to use the relationship between respondents retrospective views 

(𝑅𝑡 𝑆𝑡 𝐹𝑡) on past realisations and official data 𝑥𝑡 to serve as a ‘yardstick’ for quantifying the 

respondents expectations (prospective views)  (𝐹𝑡
𝑒 , 𝑆𝑡

𝑒 , 𝑅𝑡
𝑒). 

         Let us again consider the underlying variable 𝑥𝑡 as a weighted average of respondents 

perceptions9  

(9) 𝑥𝑡 = ∑ 𝑤𝑖𝑡 ∗  𝑥𝑖𝑡
𝑁𝑡
𝑖=1   

where 𝑤𝑖𝑡 is the weight attributed to the 𝑖𝑡ℎ respondent. Assuming that (9) holds for the sample 

of respondents participating in the survey 𝑡. Then, by categorising the respondents on who 

 
9 𝑥𝑖𝑡 could be either retrospective or prospective time notation changes. 
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reported a “Rise” as  (+)  and “Fall” as (–) on the movements of the underlying variable 𝑥𝑡, 

(9) can be rewritten as follows: 

(10) 𝑥𝑡 = ∑ 𝑤𝑖𝑡
+ ∗  𝑥𝑖𝑡

+𝑁𝑡
𝑖=1 + ∑ 𝑤𝑖𝑡

− ∗  𝑥𝑖𝑡
−𝑁𝑡

𝑖=1  

Anderson (1952) assumes the relationship between agents reporting an increase (+ ) or 

decrease (– ) with the underlying variable moves around a constant. This means that each 

agent’s magnitude of reporting + and – on average remains constant and time invariant across 

all agents. 

(11) 𝑥𝑖𝑡
+ =   𝑎 + 𝑣𝑖𝑡

−   

(12) 𝑥𝑖𝑡
− = −𝛽 + 𝑣𝑖𝑡

+  

Where 𝑣𝑖
−, 𝑣𝑖

+ the independent and identically distributed zero mean error terms (𝐸[𝑣𝑖
−] =

𝐸[𝑣𝑖
+] =  0) with constant (and relatively small) standard deviations 𝜎+, 𝜎− across all firms 

(∀𝑖) and over the whole sample period (∀𝑡).  Then, by substituting (11) and (12) on (10) and 

by using as weights ∑ 𝑤𝑖𝑡
+𝑁𝑡

𝑖=1 = 𝑅𝑡 and ∑ 𝑤𝑖𝑡
−𝑁𝑡

𝑖=1 = 𝐹𝑡 the percentages of firms that reported 

““Rise” ” and “Fall” for the previous period about 𝑥𝑡 one has following linear regression: 

 

(13) 𝑥𝑡 =  𝑎𝑅𝑡 − 𝛽𝐹𝑡 + 𝑣𝑡                       Anderson’s Model 

 

Where 𝑎, 𝛽 > 0 and 𝑣𝑡 = 𝑣𝑡
−  + 𝑣𝑡

+  is the disturbance term.  Pesaran (1984) while attempting 

to forecast inflation criticised the appropriateness of Anderson’s model by arguing that one 

should expect an asymmetric relationship between the rate of change individual agents prices 

and the average inflation rate. Pesaran modified (11) to allow for an asymmetric relationship. 

(14) 𝑥𝑖𝑡
+ =   𝑎 + 𝜆1 ∗ 𝑥𝑡 + 𝑣𝑖𝑡

−   

(15) 𝑥𝑖𝑡
− = −𝛽 + 𝑣𝑖𝑡

+  

(16) 𝑎, 𝛽 > 0 and 0 ≤ 𝜆1 ≤ 1   

By substituting (14)(15) to (10), (13) becomes (17): 

 

(17) 𝑥𝑡 =  
𝑎 𝑅𝑡−𝛽𝐹𝑡

1−𝜆1 𝑅𝑡
+ 𝑣𝑡                           Pesaran’s Model 

                  𝑣𝑡 =  
(∑ 𝑤𝑖𝑡

+𝑁𝑡
𝑖=1 𝑣𝑖𝑡

++∑ 𝑤𝑖𝑡
−𝑁𝑡

𝑖=1 𝑣𝑖𝑡
−)

1−𝜆1𝑅𝑡
 

Equation (17) is a nonlinear regression possibly autocorrelated and heteroskedastic through 𝑅𝑡.  

Smith & McAleer (1990) extended Pesaran’s model (17) to also allow the asymmetric 

relationship both ways thus (14), (15), (16) become:    
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𝑥𝑖𝑡
+ =    𝑎 + 𝜆1 ∗ 𝑥𝑡 + 𝑣𝑖𝑡

− ,      𝑥𝑖𝑡
− = −𝛽 + 𝜆2 ∗ 𝑥𝑡 + 𝑣𝑖𝑡

+    

0 ≤ 𝜆1 ≤ 1,                   0 ≤ 𝜆2 ≤ 1                        𝑎, 𝛽 > 0 

 

(18) 𝑥𝑡 =
𝑎 𝑅𝑡−𝛽 𝐹𝑡

1−𝜆1𝑅𝑡−𝜆2 𝐹𝑡

 + 𝑣𝑡                       Smith & McAleer’s Model 

             𝑣𝑡 =  
(∑ 𝑤𝑖𝑡

+𝑁𝑡
𝑖=1 𝑣𝑖𝑡

++∑ 𝑤𝑖𝑡
−𝑁𝑡

𝑖=1 𝑣𝑖𝑡
−)

1−𝜆1𝑅𝑡−𝜆2 𝐹𝑡
 

Pesaran assumes that either (13) or (17) (18) holds not only for realisations 𝑅𝑡 , 𝐹𝑡 but also for 

expectations 𝑅𝑡
𝑒 , 𝐹𝑡

𝑒. Then, if these regressions do not show any autocorrelation in their error 

term, then one can obtain an average measure of quantified expectations by simply taking 

expectations on the (13) (17) (18) because the error term has mean zero. 

(19) 𝑥𝑡
𝐴𝑁𝐷 =  𝑎̂ 𝑅𝑡

𝑒 − 𝛽̂𝐹𝑡
𝑒 

(20) 𝑥𝑡
𝑃𝐸𝑆   =  

𝑎 ̂𝑅𝑡
𝑒−𝛽 ̂𝐹𝑡

𝑒

1−𝜆1̂ 𝑅𝑡
𝑒  

(21) 𝑥𝑡
𝑆𝑀𝐴𝐶 =  

𝑎 ̂𝑅𝑡
𝑒−𝛽 ̂𝐹𝑡

𝑒

1−𝜆1̂ 𝑅𝑡
𝑒−𝜆2̂𝐹𝑡

𝑒 
 

 

The estimations for 𝑎̂, 𝛽 ̂, 𝜆̂1, 𝜆̂2 are the OLS estimations of the linear regression (13) (or 

nonlinear (17) or (18) depending on which model fits the data best) of respondents retrospective 

views and past realisations of official data 𝑥𝑡. Pesaran (1984) also proposed an AR(p) structure 

on the error term 𝑣𝑡  to account for the potential autocorrelation and Smith & McAleer (1995) 

consider a MA(q) as an alternative. By allowing 𝑣𝑡 ~𝐴𝑅(1) (20) becomes 

(22) 𝑥𝑡
𝑃𝐸𝑆   =  

𝑎 ̂𝑅𝑡
𝑒−𝛽 ̂𝐹𝑡

𝑒

1−𝜆1̂ 𝑅𝑡
𝑒 + 𝜙̂𝑣𝑡−1  

𝜙̂ is the parameter estimated from AR(1) on the residuals given from (17). To conclude, a 

possible setback of the regression method is the autocorrelation in the error term 𝑣𝑡  in 

(13)(17)(18). Furthermore, the numerical estimation of the nonlinear regressions (17)(18) with 

autoregressive errors might not converge especially for a high order ARMA autocorrelation 

structure, as well as the interpretation of the parameters is not clear anymore. Pesaran (1987) 

described (17) as not a traditional regression but is simply used to identify the relationship 

between two different pieces of information. In this section the most known quantification 

methods for aggregate survey data were discussed along with proposed extensions.  

        To summarise, the quantification methods can be applied to either the prospective 

(expectations) data to obtain a quantified measure of forecast for 𝑥𝑡+1 or on the retrospective 

data to obtain a nowcast for 𝑥𝑡. One can also do a combination of both as seen above in the 
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regression method. After each quantification procedure and depending on the type of data (or 

combination) used one should obtain an early indicator either a forecast for the next period or 

a nowcast for the past period which is not yet officially published. One also should remember 

that depending on the quantification method the “correct” scaling should be applied in order to 

“track” the official data or an index based on the official data. One example in the regression 

method (13)(17)(18) is that an intercept is added to ensure the quantified series are unbiased 

estimates and are tracking 𝑥𝑡 . For the Balance and Probability method when the scaling is 

wrong, in order to obtain an indicator one could try re-scaling the quantified series by 

regressing it on official data series 𝑥𝑡.  

       Once the quantified expectation measures are obtained from each method discussed in 

Section 2. One could be tempted to investigate if the expectation series exhibit any rationality. 

An expectational variable such as 𝑥𝑡
𝐵𝐴𝐿, 𝑥𝑡

𝐶𝑃, 𝑥𝑡
𝐴𝑁𝐷𝑥𝑡

𝑃𝐸𝑆𝑥𝑡
𝑆𝑀𝐴𝐶  is said to be (strictly) rational 

if the following four conditions hold unbiasedness, lack of serial correlation, efficiency and 

orthogonality. Plainly speaking this means that the agents’ expectations should be unbiased 

estimations of official figures, while efficiently refers on agents ability of using all the available 

information when forming expectations. Roughly, for expectations to be weakly rational 

should be no evidence of autocorrelation on the disturbance term, the expectations have to be 

unbiased estimators of the underlying variable and agents do not form expectations just by 

using past values of the underlying. This was observed before in the regressions were it was a 

necessary condition in order to go from (13)(17)(18) to (19)(20)(21). 

The error contained in the survey data after the quantification procedure can be broken down 

into three components: 

• 𝑥𝑡
_𝑞𝑢𝑎𝑛𝑡_𝑛𝑜𝑤𝑐𝑎𝑠𝑡 =  𝑥𝑡 − 𝑒1𝑡 

• 𝑥𝑡
𝑞𝑢𝑎𝑛𝑡_𝑒𝑥𝑝 =  𝑥𝑡

𝑎𝑐𝑡𝑢𝑎𝑙_𝑒𝑥𝑝 − 𝑒2𝑡 

• 𝑥𝑡
𝑎𝑐𝑡𝑢𝑎𝑙_𝑒𝑥𝑝 =  𝑥𝑡 − 𝑒3𝑡 

To test the R.E.H one needs to examine the behavior of the quantified expectation forecast 

against the underlying realizations meaning  𝑢𝑡 ≔ 𝑥𝑡 − 𝑥𝑡
𝑞𝑢𝑎𝑛𝑡_𝑒𝑥𝑝

 or better 

• 𝑢𝑡 = 𝑒2𝑡 +  𝑒3𝑡 

This means that the behavior of 𝑢𝑡 is influenced by the size and systematic nature of the error 

coming from the conversion method. Thus if the conversion error is significant enough one 

could get false positive results.  

To test the unbiasedness hypothesis for the quantified expectations (any method) consider for 

example the following regression:  
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(23) 𝑥𝑡 = 𝑐 +  𝑏 𝑥𝑡
𝐶𝑃 + 𝑒    

Then parameters in regression (23) (𝑥𝑡
𝑞𝑢𝑎𝑛𝑡_𝑒𝑥𝑝 = 𝑥𝑡

𝐶𝑃𝑓𝑟𝑜𝑚 (8) ) should not be found to 

statistically differ from 𝑐 = 0,  𝑏 = 1. Be careful because it is not individual t-tests, it is 

necessary for the 𝑐 = 0 and 𝑏 = 1 at the same time. The t-test evaluates the hypothesis of 

𝐻0: 𝑐 = 0 𝑔𝑖𝑣𝑒𝑛 𝑏 = 1  is in the model (23) we need 𝑐 = 0 and 𝑏 = 1 to be tested 

simultaneously. Hence, F-test is used for a joint hypothesis testing.  The problem is the 

asymptotic results from F-test hold only when all conditions of linear regression are fully 

satisfied which is not usually the case. Actually to test both unbiasedness and autocorrelation 

at the same time in the regression (24) [𝑐 = 0 , 𝑏 = 1, 𝜑 = 0] have to hold simultaneously.  

(24) 𝑥𝑡 = 𝑐 +  𝑏 𝑥𝑡
𝐶𝑃 + 𝜑𝑒𝑡−1    , 𝑒𝑡~𝐴𝑅(1) 

To test for 𝜑 = 0 one can use the so called “runs test” or Kolmogorov-Smirnov test or a similar 

test that can distinguish the systematic nature of the error term. 

Instead of 𝑥𝑡
𝐶𝑃 one can use any other indicator obtain from other quantification methods such 

as 𝑥𝑡
𝐵𝐴𝐿 , 𝑥𝑡

𝑃𝐸𝑆etc. in order to test the R.E.H. 

One can also test the (weak form) efficiency condition by regressing the forecast error 𝑢𝑡 =

𝑥𝑡 − 𝑥𝑡
𝐶𝑃 against past values of 𝑥𝑡. 

(25) 𝑢𝑡 = 𝑐 +  𝑏 𝑥𝑡−1 + 𝑒 

The above equation if 𝑏 = 0 indicates the forecasting error is orthogonal to information 

regarding past values of 𝑥𝑡 thus 𝑥𝑡−1 does not help to improve the forecast which essentially 

means that firms have used “all the available information” efficiently. As you may suspect 𝑥𝑡−1 

is not the only (common) relative available information to all firms at time 𝑡. Hence, one in 

order to test the strong condition of R.E.H. needs a wider set of relative and commonly 

available information to all firms in that market. 

(26) 𝑢𝑡 = 𝑐 +  𝑏 Ω𝑡−1 + 𝑒 

For further details see Batchelor (1982) (1986)(1988), Lee (1994), Pesando (1975) and Pesaran 

(1989) and for a quick summary of results by many researchers see Nardo (2003). This 

concludes our part of the theory and now seems appropriate to continue with an application on 

the CBI’s Industrial Trends Survey. 
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3. Industrial Trends Survey : Application on UK’s manufacturing 

 

3.1 Outline of the ITS Survey 

 

The Industrial Trends Survey (ITS), by the Confederation of British Industry, is the longest 

running survey on the UK manufacturing which began in 1958 and continues to be an accurate 

and timely bellwether for UK manufacturing sector and the wider economy. The ITS asks 

manufacturing firms key questions on the past (nowcast) and future (forecast) regarding the 

movement on domestic and export orders, capacity, output, employment, investment, 

competitiveness, optimism, training and innovation. The firms have three responses available: 

“Up” which indicates a “Rise”, “Same” or “Stable” and “Down” which indicates a “Fall” 

on the underlying variable 𝑥𝑡. There is also a “Not Applicable” option which will be supress 

for the analysis. 

The questions chosen for this analysis from the quarterly Industrial Trends Survey are: 

Question (8a): “Excluding seasonal variations, what has been the trend over the past three 

months, with regard to the volume of output?” 

1. “Down” 

2. “Same” 

3. “Up” 

 

Question (8b): “Excluding seasonal variations, what are the expected trends over the next 

three months, with regard to the volume of output?” 

1. “Down” 

2. “Same” 

3. “Up” 

 

(8a) refers to respondents’ retrospective views and (8b) to their prospective views. The 

prospective views will be quantified into quantitative forecasts (economic indicators) using the 

methods discussed in section 2. The retrospective views will serve as a ‘yardstick’ in the 

regression method to quantify the survey expectations (prospective views) and obtain an 

average measure for the next three months (𝑡 + 1) volume of output (𝑥𝑡). Another use for the 

retrospective data will be mentioned later in section 4 when the out of sample experiment is 

conducted.  
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3.2 Dataset description and matching 

The ‘whole’ sample of the dataset used for this analysis consists of 74 quarters from 1991Q1 

to 2009Q2 which is the end of the financial crisis.  Over the whole sample period the ITS has 

an average sample size of 985 respondents (firms) in the manufacturing sector. The goal of this 

report is to forecast the financial crisis on manufacturing sector from start to finish using the 

ITS data. Thus, the whole sample is split between two sub samples, the in sample period 

1991Q1:2008Q1 with average response sample of 1017 firms and the out of sample period 

2008Q2:2009Q2 with an average of only 551. The in sample refers to the data available to 

someone in the moment the quarterly ITS for April 2008 is published. The out of sample period 

includes the last 5 quarters refers to the data that one would attempt to forecast.  

In order to compare what manufacturing firms report and expect and what actually happened, 

matching with the official data is crucial. The matching between the survey and official data 

requires connecting the ITS with the MPI. The MPI is a monthly and quarterly survey managed 

by the United Kingdom’s Office of National Statistics (ONS) which has a sample of around 

9000 firms and collects firm level quantitative data on turnover from all sectors and uses to 

estimate the national GDP. ONS publishes times series of official data by industries. The index 

used to track the output growth is the Index of Production which includes Manufacturing we 

need the latter is because ITS asks only manufacturing firms.  

ITS retrospective, prospective views correspond to QonQ growth on an annual rate. Thus, to 

align and match survey data and quantitative data the QonQ Manufacturing output growth on 

an annual rate time series was chosen from ONS. Now meaningful comparisons can be made 

because the manufacturing firms’ nowcasts as well as the expectations when quantified will be 

used to track the QonQ manufacturing output growth time series provided by the ONS. An 

example of the dataset can be shown in the Appendix Table B. In order to match survey and 

official data as effectively as possible one has to also consider the time lag of publication 

between the two surveys. To highlight a simple example regarding the publication lag the ITS 

published in late April 2008 (basically start of 2008Q2) asks firms to report what has been the 

trend of the output on the previous three months essentially 2008Q1 and what is expected to 

happen on the next three months essentially10 the 2008Q2. The ONS on the other hand waits 

for all the 2008Q1 to end then sends the questionnaires and publishes the results for 2008Q1 

 
10 ITS sends questionnaires about 1 week before the end of the month and collects them back about 1.5 weeks of the next month and publishes 

the results in end of that current month. ITS published in 24th of  April 2008 but the questionnaires collected around the 10-14nth of April.   

This means that the most part of  ITS April 2008 retrospective question (8a) corresponds to the 2008Q1 official data which would have been 

published by the ONS on May 2008 one month after. On the prospective question (8b) largely corresponds to a forecast on 2008Q2 even 
though some firms responded in early 2008Q2 which is the start of April. Theoretically there is a gap because some firms respond before the 

quarter ends and some after but this is assumed not to be significant. 
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in mid May 2008. This basically shows the significance of the ITS11, is that it provides a more 

timely indicator for manufacturing output considerably ahead of the ONS data for the same 

period. 

3.3 Descriptive statistics 

The matching of the survey data with official data is completed. From Figure 3.3.1 The QonQ 

Manufacturing % output growth is relatively smooth over the whole sample period except form 

the period before 1993 and the after the 2007 which correspond to crisis periods. The out of 

sample data for the output are shown as the black dots. The green dots symbolise the outliers 

in the in-sample period. UK was also in a recession during the early 1990’s which lasted until 

1991Q3.  

  

Comparing this with the ITS Figures 3.3.1 and 3.3.2 show the percentages of firms who 

answered questions 8a and 8b which are oddly high during the whole sample period. As far as 

the expectation series is concerned in 3.3.1., firms do not seem to expect the output to decline 

that low in the quarters 1991Q2 and 1991Q1 as the percentages firms reporting “Up” and 

“Down” are pretty close to each other. In mid 1998-1999 firms expect a considerable decline 

in growth (blue line larger than red) but it does not actually occur (dotted yellow line are the 

official statistics). The white part of the graph is the financial crisis period. The % of firms 

expecting output will remain the “same” is has declined considerably since 1998Q2 meaning 

that more firms felt the pressure. In the 2009Q1, the deep recession is observed it is also picked 

 
11 Note that once CBI publishes ITS on April 2008 corresponding to 2008Q1, one could provide an early estimate for what ONS will 

publish in May 2008 for 2008Q1 by using the firms’ retrospective views from ITS April 2008 and also by using the prospective views one 

could provide a forecast for the 2008Q2 official data that ONS will publish on August 2008. 
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up by the ITS where % of firms in 2008Q4 expecting “Up” on “2009Q1” hits a record low of 

just 5% and the  % of firms expecting the output to go “Down” hits a record high almost 50%.  

 

Let’s turn now to what firms’ responses were in the question (8a) throughout the whole sample 

period. Figure 3.3.3 shows how firms on an aggregate level perceive or “nowcast” what has 

happened to the market in the previous quarter, the yellow line represents the official data 

corresponding to the firms’ nowcasts. 

 

 As expected firms adapt to changes in the market which indicates that perceptions about the 

recent past are more accurate than views for the near future as an indicator of manufacturing 

output. As a result one would expect that nowcasts are more correlated with the outturn than 

forecasts are. The high percentage of firms reporting that the growth will remain the same 

makes sense because in the majority of the in sample period the growth is relative steady. In 

fact output growth time series during the in sample period turns out to be stationary after an 



20 
 

augmented dickey fuller test for a unit root 𝑝 − 𝑣𝑎𝑙𝑢𝑒 =  0.2081 which indicates no evidence 

of a unit root. In Table B1 one can notice the magnitude of the financial crisis is captured by 

the ITS firms, this is result is evident when comparing the in sample and out of sample by 

looking at the maximum percentage of firms that reported “Fall” in sample 52% attributed to 

the negative peak of the early 1990 recession against that reported in the out of sample 59% 

attributed to the peak in the financial crisis 2009Q1. Similar results apply for the expectation 

series 43% against 50%.  

This concludes the descriptive analysis. Next, is the in sample analysis where different 

quantification methods are applied on the expectation series (prospective data) in order to find 

the best model that explains the most variation between the alleged quantified expectation 

series and the official output growth. Afterwards the models will be assessed on their 

forecasting abilities during the out of sample crisis experiment of Section 4. 

 

3.4 In sample analysis: Normal Times 

This part of the paper is the link between the quantification methods discussed in section 2 and 

the dataset as described in section 3 and Appendix Table B where a visual representation is 

outlined. The in sample analysis is based on the official data from 1991Q1 to 2008Q1. Now, 

because prospective data (expectation series) should give one quarter ahead in sample forecast 

have to be chosen from 1991Q1 to 2007Q4 and correspond to 1991Q2 to 2008Q1 official data. 

The 2008Q1 prospective views will not be used during the in sample analysis because they 

correspond to 2008Q2 (out of sample) official data which is not observed yet. The retrospective 

data give an early nowcast for the official data thus are chosen from 1991Q1 to 2008Q1. To 

provide one quarter ahead forecast for the in sample official data the quantification methods 

discussed in Section 2 were used and the results are summarised in Table B2.  

Let’s start by describing the procedure for each method starting with the Balance Statistic. The 

goal is to obtain a quantified proxy series 𝑥𝑡
𝑒 from the qualitative expectations and then examine 

the goodness of fit on the corresponding official data series (outturn).  

I. Balance statistic 

The indicator series from the Balance Statistic was called 𝑥𝑡
𝐵𝐴𝐿 and is computed as in (0) by 

connecting the expectations series (𝑅𝑒 , 𝐹𝑒) 1991Q1: 2007Q4 with the official data for output 

growth (𝑥) 1991Q2:2008Q1 denoted as (𝑦) in Appendix Table B. First  𝜃 = 8.753 is estimated 

and then 𝑥𝑡
𝐵𝐴𝐿 = 8.753 (𝑅𝑡

𝑒 − 𝐹𝑡
𝑒) is calculated ∀𝑡 ∈ [𝑡1991Q1, 𝑡2007Q4]. The result from the 

Balance quantification 𝑥𝑡
𝐵𝐴𝐿  is an one quarter ahead forecast that corresponds to 𝑥𝑡 ∀𝑡 ∈



21 
 

[𝑡1991Q2, 𝑡2008Q1]. The Figure 3.4.I shows how the expectation series quantified by the Balance 

statistic method capture the future movement of the output growth the correlation between 𝑥𝑡
𝐵𝐴𝐿 

and 𝑥𝑡 is 0.57 which is not that high. Notice that the plot uses the standardized version of the 

Balance statistic.  

 

 

II. Probability method 

The indicator series from the Carlson & Parkin (1975) approach was called 𝑥𝑡
𝐶𝑃 and is 

computed as in (8) by connecting the expectations series (𝑅𝑒 , 𝐹𝑒) 1991Q1: 2007Q4 with the 

official data for output growth (𝑦) 1991Q2:2008Q1. First the 𝜆̂ = 4.04 is estimated and then 

𝑥𝑡
𝐶𝑃is calculated. Because of evidence of non-normality form Table B1 and the lack of evidence 

to support the symmetry assumption of the indifference limen [−4.04, 4.04], different 

extensions on (8) were implemented. First by changing the distribution function in to central 

𝑡(𝑛 = 6) with six degrees of freedom and 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(0,1) and secondly by allowing the 

indifference limen to be asymmetric [−𝑏, 𝑎 ]. To estimate 𝑎 and 𝑏 a regression is used as 

𝑦𝑡 ~ 𝑏𝑋𝑡
𝑏 + 𝑎𝑋𝑡

𝑎 + 𝑒 where 𝑋𝑡
𝑏 =

𝑓𝑒

𝑓𝑒−𝑟𝑒 and 𝑋𝑡
𝑎 =

𝑟𝑒

𝑓𝑒−𝑟𝑒 and the parameters 𝑎̂ = 5.38 ,𝑏̂ =

5.05 are the OLS estimators. Then the new asymmetric indifference limen becomes 

[−5.05, 5.38] which does not indicate significant asymmetry.  Visually looking at the Figure 

3.4.II and Table B2 it is evident enough to conclude that there is no substantial differences 

between the probability methods. Carlson and Parkin method seems robust enough even though 

normal and symmetric indifference interval assumptions are violated, 𝑥𝑡
𝐶𝑃 does not seem to 

perform significantly worse from the other methods.  In Table 3.4.II surprisingly enough the 

Balance Statistic which is the most restrictive quantification method seems to slightly 
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outperform the less restrictive Probability methods in terms of correlation and RMSE. Seems 

by relaxing some of the assumptions of the Balance and CP method and allowing for 

asymmetry and heavier tails on the distribution does not give any advantage. 

 

 

Table 3.4.II:   Probability and Balance method against the outturn 𝑥𝑡 

 CORR RMSE 

𝑥𝑡
𝐵𝐴𝐿 0.570 1.858 

𝑥𝑡
𝐶𝑃 0.562 1.893 

𝑥𝑡
𝑐𝑒𝑛𝑡𝑟𝑎𝑙−𝑡 0.564 1.8924 

𝑥𝑡
𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐

 0.5646 1.8923 

𝑥𝑡
𝐴𝑆𝑌𝑀 0.562 1.871 
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III. Regression Method 

The regression method is quite challenging not only because, one has to effectively combine 

all the available data (retrospective, prospective and official) in order to derive an one quarter 

ahead forecast but also, one encounters many problems during the estimation procedure that 

could turn out difficult to be solved. The process to obtain the quantified expectation series 

involves two steps. To describe the steps Anderson’s model (13) is used. In the first step (A) 

the regression model is estimated using the official data 1991Q1:2007Q4 as an independent 

variable and the retrospective data 1991Q1:2007Q4 as dependent variables. Then in (B) after 

the OLS coefficients 𝑎̂,  𝑏̂ are obtained from the regression (13) are plugged in (19) to obtain 

one quarter ahead forecast. The one period ahead forecast obtained from (19) s basically a 

proxy series for the official data 1991Q2:2008Q1. During the regression analysis of stages (A) 

and (B) of the model (13) many problems arise when testing the linear regression assumptions 

for the OLS estimators to hold. Some of the problems along with solutions are outlined below. 

Step 1: Estimate the Anderson model (13) using the Retrospective data. 

A. 𝑥𝑡 = 13.9𝑅𝑡 − 10.99𝐹𝑡 + 𝑢𝑡 

                                                              (1.236)      (1.119)     

Step 2: Forecast by substituting  𝑎̂ = 13.9 and − 𝑏̂ =  10.99  in (19) 

B. 𝑥𝑡
𝑒 = 13.9𝑅𝑡

𝑒 − 10.99𝐹𝑡
𝑒 

and obtain one step ahead forecast. One might be tempted to stop here. That would be fine if 

the linear regression assumptions would hold. If there is evidence of violation in the 

assumptions the OLS parameter estimations and their respective standard errors given by (A) 

do not hold anymore. Hence, the forecasts obtained from (B) will not be reliable anymore. The 

measurement error increases significantly. The linear hypothesis to be tested is for Normality, 

Autocorrelation, Heteroscedasticity and Multicollinearity. The regression model should at least 

show no evidence of serial autocorrelation in the residuals for someone to pass from (A) to (B) 

(see also Nardo 2003). If there is autocorrelation evident then 𝐸[𝑢] is not actual zero. To test 

for autocorrelation usually Durbin Watson (DW) statistic or a Box-Pierce test is used as well 

as plotting the autocorrelation function of residuals.  For (A) the DW=0.97 and the Box-Pierce 

(p=0.0003) confirms the evidence on serial autocorrelation. Thus the model (A) has to be 

adjusted by allowing the error term to follow an autoregressive structure. GLS estimators are 

used as a fix for the correlation structure and the model (A) is re-estimated with an AR(1) 

structure on the error term.  

A2 𝑥𝑡 = 6.13𝑅𝑡 − 5.37𝐹𝑡 + 𝑢𝑡 

                                                               (1.9)        (1.8) 

                                                      𝑢𝑡 = 0.752 𝑢𝑡−1 + 𝑤 

             Box-Pierce test: p-value = 0.7146,    DW = 2.1,      KS test: p-value = 0.4689 

The model (A) was re-estimated in (A2) to adjust for the serial autocorrelations the parameters 

are considerably lower but not their respective standard errors. The new parameters  𝑎𝐺𝐿𝑆 =

6.13  and 𝑏𝐺𝐿𝑆 = 5.37 are the General Least Squares estimators. The Kolmogorov Smirnov 

(KS) is used to test the null hypothesis that 𝑤 comes from a standard normal distribution since 

there is no evidence to reject that hypothesis 𝑤 is treated as a normal.  The Box-Pierce p.value 

and DW statistic indicate autocorrelation is fixed. The adjusted 𝑅̅2 is not reported because from 
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(A2) only the GLS parameters are needed to plug in (B2). The residual 𝑤 is the independent 

identically distributed error term of (A2). The re-estimated model (A2) passed all the necessary 

diagnostics (see Appendix Table B2 and Figure B2) thus to obtain the adjusted for 

autocorrelations forecast (B) now becomes 

B2 𝑦𝑡
𝑒 = 6.13𝑅𝑡

𝑒 − 5.37𝐹𝑡
𝑒 + 0.73 𝑢𝑡−1 

During the analysis no regression models passed the diagnostic tests of stage A and B and had 

to be re-estimated as in (A2), to at least adjust for autocorrelation and then go to B2 to obtain 

the forecasts. Many regression models as extensions of (13) were estimated with different 

ARMA correlation structures on the residuals. The following five models 12selected based on 

AIC and BIC criteria and the success on the diagnostic tests against their counterparts. For 

these five models one quarter ahead in sample forecasts are obtained using the prospective data. 

The best model in sample, will be the one that provides the best proxy for the official data. 

Keep in mind that model which performs best in sample does not mean it forecasts better out 

of sample. 

The estimated regression models are summarised below13 and their in sample evaluation in 

Table 3.4.III.  

• Restricted Anderson Model with AR(1): (13) for 𝑎 = 𝑏 = 𝜆 

𝑥𝑡 = 6.2 𝐵𝑡 + 𝑢𝑡 

       𝑢𝑡 = 0.759𝑢𝑡−1 + 𝑤 

 

𝑥𝑡
𝑅𝐴𝑀 =  6.2 (𝑅𝑡

𝑒 − 𝐹𝑡
𝑒) + 0.759𝑢𝑡−1 

 

• Restricted Anderson Model version 2 (Thomas 1995)14  with AR(1): (13) without 𝑅𝑡 

including an intercept 𝑐. 

 

𝑥𝑡 = 3.74 − 12.8 𝐹𝑡 + 𝑢𝑡 

     𝑢𝑡 = 0.722𝑢𝑡−1 + 𝑤 

𝑥𝑡
𝑅𝐴𝑀2 =  3.74 − 12.8𝐹𝑡

𝑒 + 0.722𝑢𝑡−1 

 

 

• Unrestricted Anderson Model with AR(1): (13)  

𝑥𝑡 = 6.13𝑅𝑡 − 5.37𝐹𝑡 + 𝑢𝑡 

                                                               (1.9)        (1.8) 

 
12 The complete results from the in sample model selection and diagnostics was a result from a trial and error analysis. Models with including 

an intercept or excluding a variable and different ARMA structures for autocorrelation were considered and tested. The results are not 

presented here only a brief summary of the chosen five models. The reader can request to get the full results and code used for the analysis. 
13 The models presented here followed a similar two stage procedure as in A to A2 and then B2. All models were tested for diagnostics and 

found no evidence of serial autocorrelation after the adjustment. The parameters were found to be statistically significant for all cases except 
from the SMcA.  
14 The Restricted Anderson Model 2 𝑥𝑡 = 𝑐 − 𝑏𝐹𝑡 + 𝑢𝑡  was used in order to avoid the multicollinearity problem that may occur because 𝐹𝑡 

and 𝑅𝑡 in a sense give the same information. In Thomas (1995) the percentage of firms reporting a “Fall” found to be better predictor than 

using both.  
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                                                       𝑢𝑡 = 0.752 𝑢𝑡−1 + 𝑤 

                                        

𝑥𝑡
𝑈𝐴𝑀 = 6.13𝑅𝑡

𝑒 − 5.37𝐹𝑡
𝑒 + 0.73 𝑢𝑡−1 

 

• Pesaran Model with AR(1): (17)  

𝑥𝑡 =  
11.06 𝑅𝑡 − 9.07𝐹𝑡 + 𝑢𝑡

1 −  0.71 𝑅𝑡
 

 

𝑢𝑡 = 0.83 𝑢𝑡−1 + 𝑤 

 

𝑥𝑡
𝑃𝐸𝑆 =  

11.06 𝑅𝑡
𝑒 − 9.07𝐹𝑡

𝑒 + 0.83 𝑢𝑡−1

1 −  0.71𝑅𝑡
𝑒  

 

• Smith & McAleer Model with AR(1)15: (18)  

𝑥𝑡 =  
8.25 𝑅𝑡 − 6.65𝐹𝑡 + 𝑢𝑡

1 −   𝑅𝑡 − 0.57𝐹𝑡
 

 

𝑢𝑡 = 0.812 𝑢𝑡−1 + 𝑤 

 

𝑥𝑡
𝑆𝑀𝑐𝐴 =  

8.25 𝑅𝑡
𝑒 − 6.65𝐹𝑡

𝑒 + 0.812 𝑢𝑡−1

1 −   𝑅𝑡
𝑒 − 0.57𝐹𝑡

𝑒  

To assess the models on their in sample forecasting performance once again the correlation 

with the outturn will be used as well as the in sample RMSE16. Results are summarised in table 

                         Table 3.4.III Quantified expectations against the outturn 𝑥𝑡 

 CORR RMSE 

𝑥𝑡
𝑅𝐴𝑀 0.708 1.622 

𝑥𝑡
𝑅𝐴𝑀2 0.706 1.775 

𝑥𝑡
𝑈𝐴𝑀 0.711 1.621 

𝑥𝑡
𝑃𝐸𝑆 0.70 2.213 

𝑥𝑡
𝑆𝑀𝑐𝐴 0.64 3.724 

 

From Table 3.5 the Unrestricted Anderson Model, (UAM), (13)(19) seems to have the most 

correlation with the outturn and the least measurement error. SMcA, (18)(21) seems to perform 

the worst in sample.  Estimating the SMcA model before adjusting for autocorrelations no 

parameter is found to be significant, after adjusting for autocorrelations still the parameters are 

not found to be significant. This means that there is no need to extend the Pesaran’s model and 

allow for an asymmetric relationship in both “Rise” and “Fall”. Despite the in sample 

performance, SMcA is also used in the out of sample to investigate how it performs against the 

other quantification methods. Pesaran’s model (17) is pretty close performance wise with the 

 
15 For an even more extended version of SMcA model see Smith & McAleer (1995). In their paper they extend Pesaran’s model (20) and 

propose (21). Then themselves estimate (21) as a time-varying parameters model which leads to the estimation of a nonlinear dynamic 
regression model. 
16 RMSE is scale dependent thus to compare different aggregate indicators someone has to be sure they are in the same scale. Otherwise 

one can use NRMSE.  
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Anderson models and remains to be further tested in the out of sample forecast. The Restricted 

Anderson Model 2, (RAM2) utilizes only the percentage of firms reporting/expecting a “Fall” 

on the underlying output and seems to perform as well as the Balance (RAM) and also 

outperforms the Pesaran’s model. This may indicate that firms’ responses indicating a “Fall” 

contain more information than “Rise” about the underlying movement of output. Figure 3.4.IV 

is a visual representation of the indicator quantified using the Unrestricted Anderson’s model. 

In Figure 3.4.V the in sample performance of all indicators obtained by the regression method 

is summarised.  

 

 

To conclude the in sample analysis from Tables 3.4II and 3.4III as it seems the majority of 

regression methods outperform the other methods. The best in sample fit is attributed to the 

Unrestricted Anderson Model (UAM) with AR(1) structure on the error term, for diagnostics 

and model summary go to Appendix Table B2 and Figure B2. 
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4.  Out of sample analysis: The forecasting experiments 

Following the whole sample and in sample analysis in section 3, it is time to test the indicators’ 

performance on data that have not yet been observed. The out of sample analysis is conducted 

as a separate experiment from the in sample analysis of section 3. The out of sample period 

starts as the in sample period ends, from 2008Q2 and ends in 2009Q2, i.e. the height of the 

financial crisis and its aftermath. During the in sample analysis, the model parameters were 

estimated using all the historical information from 1991Q1 to 2007Q4 of both retrospective 

views and official data. By connecting the estimated parameters with the prospective data 

(1991Q1 to 2007Q4), a one quarter ahead forecast for 1991Q2 to 2008Q1 was obtained.  

4.1  Real time forecasting from normal to crisis times 

To begin the experiment, simply assume that an economist is standing on April 24 2008 and 

gets his hands on the just published Industrial Trends Survey. He wants to provide an indicator 

to track what is going to happen to manufacturing output from 2008Q1 to 2008Q2 using the 

quarterly ITS for April 2008 and the latest available data on manufacturing output. The official 

quarterly data for 2008Q1{Jan, Feb, Mar} are supposed to be published sometime in May 2008. 

As a result of that publication lag, the latest available quarterly data from ONS correspond to 

the previous quarter 2007 Q4 {Sep, Oct, Dec}17. In order to derive an indicator for 2008Q2 he 

will need the 2008Q1 official data (which are unobserved at the moment) and the ITS 

prospective views (responses to question 8b) attributed to 2008Q2. To do that he will have to 

use the retrospective data to infer18 2008Q1. To quantify the 2008Q1 aggregate retrospective 

data, he will have to connect the (in sample) historical ITS retrospective data with the historical 

realisations of the official data, which means the period 1991Q1:2007Q4. So both retrospective 

and official from 1991Q1:2007Q4 will be used to estimate the models in a similar way to the 

in sample analysis. After the model estimation, the parameters from each quantification method 

are obtained. They are then related to the latest retrospective data (𝑅08𝑄1, 𝐹08𝑄1)  and a nowcast 

is obtained for the unobserved 𝑥08𝑄1 denoted as 𝑥̂08𝑄1. The models are then re-estimated for 

each method by connecting the retrospective data [1991Q1:2008Q1] with the official data 

[1991Q1:2007Q4, 𝑥̂08𝑄1]. After the models are estimated and the parameters are obtained for 

each, they are then applied to the latest ITS prospective data ( 𝑅08𝑄1
𝑒  𝐹08𝑄1

𝑒 ) to get the one 

quarter ahead out of sample forecast for the output growth of 2008 Q2 denoted as 𝑥̂08𝑄2
𝑒 . 19 To 

obtain a forecast for the 2008Q3, the economist has to wait until the next quarterly ITS is 

 
17 In reality, ONS has published monthly quantitative official data for January and February of 2008. When the official data for March 2008 

will be published by ONS in May 2008, it will be called 2008 Q1 official data for manufacturing output. Since the data available for the 

economist are assumed to be quarterly and in an aggregate form when published, then the only quarterly available data will consider to be 

those attributed to the previous quarter 2007 Q4{Sep, Oct, Dec} which ONS would have published in February 2008. 
18 The retrospective data attributed to 2008Q1 are the aggregate percentages of firms who answered question 8a: “Up”, “Down” or “Same” 

in the ITS published on 24th April 2008.  
19As an alternative, one can work straight on the expectations (prospective data) to get a proxy for 2008Q2. In order to infer 2008Q2 one has 

to estimate the models connecting the in sample prospective data ( 𝑅𝑡−2 𝑡−1
𝑒 , 𝐹𝑡−2 𝑡−1

𝑒 ) from 1991Q2:2007Q3 and latest available official data 

(𝑥𝑡−1) 1991Q1:2007Q4 obtain the parameters for each quantification method and the use them along with  ( 𝑅𝑡 𝑡+1
𝑒 , 𝐹𝑡 𝑡+1

𝑒 ) =

( 𝑅08𝑄1 08𝑄2
𝑒 , 𝐹08𝑄1 08𝑄2

𝑒 ) to obtain 𝑥08𝑄2
𝑒  for 2008Q2 where the actual value of the outturn is 𝑥08𝑄2. When dealing with prospective data one has 

to be very careful because it is necessary when agents form expectations at (𝑡) for (𝑡 + 1) they all use the latest available official data 𝑥07𝑄4 

that is the reason why ITS prospective data of 2007Q4  ( 𝑅𝑡−1 𝑡
𝑒, 𝐹𝑡−2 𝑡

𝑒) =  ( 𝑅07𝑄4 08𝑄1
𝑒 , 𝐹07𝑄4 08𝑄1

𝑒 )  can not be used in the estimation process 

since in order to include them, 𝑥08𝑄1 should be included as well. The problem is that  𝑥08𝑄1 is assumed unobserved. But in the dataset as 

described in Table B during the calculations someone could include both by mistake this will definitely lead to overfitting .Because instead of 

estimating 𝑥08𝑄1 by nowcasting using the latest retrospective data  ( 𝑅𝑡−1 𝑡 , 𝐹𝑡−1 𝑡 ) or surpassing 𝑥08𝑄1 (-1 obs) and go straight to forecast 

𝑥08𝑄2, the real value is used which means the overall measurement error will always be less or equal, intuitively |𝑥08𝑄1 − 𝑥08𝑄1| = 0 and 

|𝑥08𝑄1 − 𝑥08𝑄1| = 𝑢.  
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available, which is July 2008. Moving from April to July, the official data for 2008Q1 would 

now be available, having been published in May 2008. As a result, to infer the output growth 

in 2008Q3, first the 2008Q2 must be estimated by connecting the historical retrospective data 

1991Q1:2008Q1 with the historical official data 1991Q1:2008Q1 and the ITS July 2008 

retrospective data in order to nowcast what has happened in 2008Q2 as  𝑥̂08𝑄2. The models are 

then re-estimated by connecting the retrospective data [1991Q1:2008Q2] and the official data 

[1991Q1:2008Q1,𝑥̂08𝑄2] and obtaining the parameters from each quantification method, and, 

along with the ITS July 2008 prospective data, used to forecast output for 2008Q3. This 

recursive experiment is continued until the 2009Q1 prospective data are used to forecast the 

output of 2009Q2. The last forecast will involve estimating the models relating historical 

retrospective and official data from 1991Q1:2008Q4, with the latest retrospective data of 

2009Q1 to nowcast 2009Q1 as 𝑥̂09𝑄1 . The models are then re-estimated connecting 

retrospective data from [1991Q1:2008Q4] with official data from [1991Q1:2008Q4, 𝑥̂09𝑄1] to 

obtain the parameters for each quantification method. In the end, we use these parameters 

together with ( 𝑅09𝑄1 09𝑄2
𝑒 , 𝐹09𝑄1 09𝑄2

𝑒 ) and obtain an one quarter ahead forecast denoted as 𝑥̂09𝑄2
𝑒 . After 

such a procedure, one should have 5 point estimations [𝑥̂08𝑄2
𝑒 , 𝑥̂08𝑄3

𝑒 , 𝑥̂08𝑄4
𝑒 , 𝑥̂09𝑄1

𝑒 , 𝑥̂09𝑄2
𝑒 ] which 

are the quantified expectations corresponding to the out of sample crisis period. In order to 

assess their performance, one way is to measure the average error of prediction. The 

quantification method that produces on average the least amount of aggregate error is 

considered to perform the best.  Thus the Mean Square Error (MSE) or the Root Mean Square 

Error (RMSE) is calculated for each method, just like in the in sample analysis. 

(1) 𝑀𝑆𝐸𝑘  =
1

5
∑ ( 𝑥̂𝑘 𝑖

𝑒 − 𝑥𝑡+𝑖)
25

𝑖=1     where 𝑡 = 𝑡2008Q1 and 𝑘 = 1, . 𝑁(𝑚) 

(2) 𝑅𝑀𝑆𝐸𝑘 = √𝑀𝑆𝐸𝑘 

(3) 𝑀𝐸𝑘  =
1

5
∑ ( 𝑥̂𝑘 𝑖

𝑒 − 𝑥𝑡+𝑖)
5
𝑖=1  

𝑁(𝑚) is the number of quantification methods used in the experiment. The method which has 

min(𝑀𝑆𝐸𝑘) or min(𝑅𝑀𝑆𝐸𝑘) is considered to be the one that predicts output during the crisis 

the best. This type of assessment focuses on the magnitude of error not the direction (sign + 

−). Since the expectations data may contain all sorts of measurement errors already  (such as 

sampling error, weights error, bias error, time publication error, lack of rationality etc.), it 

seems unfair to judge them by just their accuracy as seen in Table 4.1. 

     From Table 4.1.2, unexpectedly the Balance statistic shows the least measurement error. 

This result underlines the robustness of the Balance statistic and highlights why it is preferred 

by many institutions as an indicator.  Although, all the methods perform to around the same 

standard on average, the Balance statistic is shown to steadily capture the magnitude of 

negative shocks during the crisis period. Pesaran’s model seems to be the second choice as for 

2009Q2 it manages to deliver the largest negative forecast  -7.19% (on average) which was not 

that far behind what actually happened which -10.8%. To summarise, the quantified indicators 

from Table 4.1 correspond to the average value of forecast for each quarter. Table 4.1.2 outlines 

the RMSE (1) and ME (3), also one can notice the term 𝑥𝑡
𝐴𝑅𝑀𝐴(1,1)

 which is an out of sample 

forecast using an ARMA(1,1) on past realisations of the output growth 𝑥𝑡 . Encouragingly, the 

expectation measures obtained from all quantification methods outperform 𝑥𝑡
𝐴𝑅𝑀𝐴(1,1)

. This 

result indicates once again the importance of the survey data as an early indicator. In other 
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words, if one attempted to forecast the outturn of 2008Q2 using only quarterly data to do it, 

then standing in April 2008, the latest available data would be 2007Q4, which means by not 

having access to the ITS survey, one has to forecast 2 periods ahead. It turns out, despite the 

fact that the weighted aggregate prospective data contain a noticeable amount of error, they 

still manage to outperform statistical time series models that use only quantitative data on past 

values of output growth. This result suggests two points: first, a model which combines 

quantitative data and survey data such as retrospective and prospective views could produce 

more accurate forecasts and thus better indicators; second, that firms on an aggregate level 

seem to be able to recognise patterns in the economy and this result may indicate the rationality 

of firms when forming expectations.   

Table 4.1: Average quantified measures for the financial crisis 

 2008Q2 2008Q3 2008Q4 2009Q1 2009Q2 

𝑥𝑡
𝐵𝐴𝐿 0.21 -1.88 -5.12 -5.57 -2.25 

𝑥𝑡
𝐶𝑃 0.06 -0.59 -3.77 -5.05 -3.44 

𝑥𝑡
𝐶𝑃−𝑡 0.06 -0.59 -3.62 -4.74 -3.24 

𝑥𝑡
𝐴𝑆𝑌𝑀 -0.63 0.18 -2.78 -2.64 -4.45 

𝑥𝑡
𝑅𝐴𝑀 -0.5 -0.08 -2.98 -3.34 -6.01 

𝑥𝑡
𝑅𝐴𝑀2 -0.82 0.06 -3.1 -3.16 -5.19 

𝑥𝑡
𝑈𝐴𝑀 -0.5 -0.08 -2.98 -3.34 -6.01 

𝑥𝑡
𝑃𝐸𝑆 -1.08 0.13 -2.67 -2.83 -7.19 

𝑥𝑡
𝑆𝑀𝑐𝐴 -1.26 0.46 -4.29 -2.94 -3.96 

𝑥𝑡
𝐴𝑅𝑀𝐴(1,1)

 -0.14 0.28 -1.11 -1.9 -5.89 

𝑥𝑡  -1.5 -2.7 -7.2 -12.4 -10.8 

 

Table 4.1.2: Measuring the accuracy of 

the predictions for the financial crisis 

period 2008Q1:2009Q2. 

 ME RMSE 

𝑥𝑡
𝐵𝐴𝐿 -4 5.05 

𝑥𝑡
𝐶𝑃 -4.36 5.04 

𝑥𝑡
𝐶𝑃−𝑡 -4.49 5.21 

𝑥𝑡
𝐴𝑆𝑌𝑀 -4.85 5.73 

𝑥𝑡
𝑅𝐴𝑀 -4.34 5.11 

𝑥𝑡
𝑅𝐴𝑀2 -4.48 5.32 

𝑥𝑡
𝑈𝐴𝑀 -4.34 5.11 

𝑥𝑡
𝑃𝐸𝑆 -4.19 5.17 

𝑥𝑡
𝑆𝑀𝑐𝐴 -4.52 5.57 

𝑥𝑡
𝐴𝑅𝑀𝐴(1,1)

 -5.17 6.04 

 

The real-time forecasting experiment as described above does not give the full picture. One 

cannot still conclude that ARMA indicators are outperformed by Survey-based indicators both 

in normal times (here in sample) and crisis times (out of sample). To test that further, one has 

to test the robustness of survey data in both normal times and in times of crisis. 
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4.2 Evaluating indicators’ performance in normal vs crisis periods 

The evaluation of the predictive power of an indicator is a crucial step. Although, as seen in 

Table 4.1 and 4.2 the measurement error of prediction of Survey-based indicators is high, it is 

nonetheless significantly better than what one would get using ARMA models. Of course the 

measurement error is not the only important attribute: the correlation and the ability to move 

in the same direction as the official data is also of great interest when evaluating indicators.  In 

the above forecasting experiment we saw that indicators calculated using historical data on 

normal periods outperform “naïve” forecasts only in the out of sample crisis period. The ideal 

scenario would be the one that in a parallel universe 2008Q2-2009Q2 would not be a crisis and 

instead occurred as normal times. Then if the survey data, trained, on the same in sample period 

1992:Q2-2008Q1 outperformed ARMA forecasts in the parallel universe, then survey data 

should always forecast better. Thus, a better evaluation should be done in a simulation context 

where one can create that scenario and control comparing dissimilar real time scenarios, as in 

Claveria (2006) et al. Now in order to gather the necessary evidence, we have conducted three 

experiments to examine the performance both in normal and in crisis. To do that, it is necessary 

to compare how well survey data predict normal periods and crisis periods against ARMA 

models. For example, if the performance of survey data is better in both normal and crisis than 

ARMA models and survey data also perform similarly in normal times and crises, one can 

conclude that the crisis period does not have an effect on the performance of survey data.  

The experiments are outlined below and the results from these experiments are in Appendix A 

Table 4A. 

• Experiment 1: From Normal to Normal + Crisis 

➢ IN-SAMPLE            :  Normal Times20 1992Q1-2006Q4 

➢ OUT-OF-SAMPLE : Normal and Crisis21 2007Q1-2009Q2 

• Experiment 2:  

a) From Normal to Normal  

➢ IN-SAMPLE            :  Normal Times 1992Q1-2006Q4 

➢ OUT-OF-SAMPLE :  Normal  Times 2007Q1-2008Q1 

b) From Normal to Crisis 

➢ IN-SAMPLE            :  Normal Times 1993Q2-2008Q1 

➢ OUT-OF-SAMPLE :   Normal Times 2008Q1-2009Q2 

• Experiment 3:  

➢ IN-SAMPLE            :  Normal Times 1992Q1-2003Q1 

➢ OUT-OF-SAMPLE :  Normal and Crisis Times 2003Q2-2009Q2 

 
20 Normal period is considered a (weakly) stationary period (no unit root) or a period that is it not registered as a crisis. Crisis period is always 

considered the financial crisis (2008Q2-2009Q2) except if it is stated otherwise. The attempt to go back further and examine other crisis may 

or may not help to evaluate because many other factors (not taken into account) that have an effect on survey data change.  
21 The experiments are the same for the arma models and survey-based models. Survey data with focus the on the expectations are evaluated 

both in comparison with arma forecasts but also with themselves between normal and crisis. Because the data are limited, only 5 quarterly 
crisis observations, the crisis period cannot be used for model estimation ( in sample ). Thus the out of sample will always contain the crisis 

period. The difference will be on whether one attempts to predict (out of sample) both normal and crisis or predicts normal and then   
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After these three experiments, we conclude that survey data perform differently in normal times 

and crisis times. This is evident from Table4A just by looking at the higher out of sample 

RMSE between normal and crisis as well as the significant difference between the in sample 

and out of sample RMSE in all experiments. Furthermore, all the quantified survey-based 

indicators outperform the ARMA models when in crisis, but the same is not true in normal 

times. First of all, the quantification method has a significant impact on the performance of 

survey-based indicators. Each method does not perform the same, however, as, for example, 

even if the survey views have a high predictive performance regarding the movement of the 

output, it does not mean the quantification method will be able to project it. Always at least 

one of the methods used outperforms the ARMA models. The best indicators are from the 

UAM method.  

The results also suggest firms tend to respond and adjust their expectations when it is more 

vital to do so. When the period is smooth and the economy stable, the firms seem to rely more 

on past values of output, but when the shocks are high enough (crisis), they re-adjust 

immediately. Looking again at Figures 3.4II and 3.4III, the high percentage of firms reporting 

no growth for relatively small changes in output can be explained from the above result and 

the fact that in normal times, business is running smoothly and firms do not seem eager to 

predict a small downward or upward movement because they regard it as being “normal”. 

During and after the financial crisis, what is considered “normal” is shifted more towards 1-

2% change of movements in output which can be confirmed by the ITS APS (1998, 2008, 

2013) see Appendix A Figure 4A.  

4.3 Effects of sample size on survey data in normal vs crisis 

Usually, in a severe crisis, the quality of survey data is threatened because many firms may 

withhold information or are too busy running their company and do not respond or even go 

out-of-business. Thus, it is important to examine whether changes in the performance of 

indicators are affected by changes in sample size during normal and crisis periods.  To do that, 

experiments were conducted, specifically focused on what happened before and during the 

financial crisis period, with the goal being to determine how changes in sample size might 

affect performance. Because of the lack of observations, to do the experiments the dataset is 

changed to monthly data (3month on 3month growth). The new dataset is extended on the crisis 

period and contains 18 observations of what is considered normal times from Oct-2006 to Mar-

2008 and another 18 observations of crisis times from Apr-2008 to Sep-2009. We examined 

whether the change in sample size is significant between two groups denoted “normal” and 

“crisis”. This was done by creating a dummy variable called “period” and implementing a 

paired t-test 22between the 2 sub periods (normal and crisis).  

Thus we examined the hypothesis 𝐻0: 𝜇𝑛𝑜𝑟𝑚𝑎𝑙 −  𝜇𝑐𝑟𝑖𝑠𝑖𝑠 = 20 𝑣𝑠  𝐻1: 𝑔𝑟𝑒𝑎𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 20 the 

mean change in sample size from normal to crisis period is less than 5%. The results show no 

evidence to reject that hypothesis as the 𝑝. 𝑣𝑎𝑙𝑢𝑒 = 0.99 which means there is no significant 

change in sample size before and during the crisis. Now we proceed one step further and 

examine what happened after the crisis (ex-post) by comparing the crisis period Apr-2008 to 

 
22 The paired t-test assumes that “between” samples normal vs crisis are dependent but “within” it assumes that the observations are 

independent with each other. Usually this is not a good test for time series observations. To examine the “within” autocorrelation we run two 

AR(1), one in normal period and one in crisis to see if there is autocorrelation within them. In normal period the AR(1) coefficient is 0.06% 
and in crisis is -0.24% which indicates a small negative correlation (not of much significance). Thus this results should be treated carefully, 

we need further evidence.  
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Sep-2009 against the ex-post period from Oct-2009 to Mar-2011. Following the same 

procedure, we test the hypothesis that the average change in sample between these two periods 

was more than 5%. Indeed, the results show with 95% confidence level the mean change was 

more than 5% 𝑝. 𝑣𝑎𝑙𝑢𝑒 = 4.632𝑒 − 05. Also the 10% level of change is also tested with a 

𝑝. 𝑣𝑎𝑙𝑢𝑒 = 0.029 and this means with 95% confidence that the effective sample size changed 

more than 10% before and after the crisis (for more detailed results see Appendix A Table 

4A2). We found that the changes in sample size were not significant between ex-ante and 

during the crisis, but were significant ex-post. This result indicates the robustness of ITS survey 

during the crisis, but also suggests that the performance of the indicators from normal times to 

crisis is not affected by the small changes in sample size (ex-ante and during crisis). 

To gather more evidence to support the claim that the effect of change in sample size from 

normal times to crisis times did not affect the performance of survey data, regression and anova 

experiments were implemented. The idea is to examine if the change in sample size between 

normal and crisis has any effect on the ability of the balance statistic23 to predict the official 

data. After many trial and error experiments we found no evidence that the sample size has any 

effect on the regression. Actually, not only is the effect of change in sample size not significant, 

but also its interactions with the balance statistic and the period (binary: normal or crisis). The 

regression results are outlined in Appendix A Table 4A3.  

The presence of a significant interaction indicates that the effect of one predictor variable 

(Balance Statistic) on the response variable (output growth) is different at different values of 

the other predictor variable(s) (sample size). It is tested by adding a term to the model in which 

the two predictor variables are multiplied. In fact, we tested two effects of sample size one with 

the balance and one with the period. The regression equation with all possible interactions will 

simply looks like this: 

Model 1  𝑜𝑢𝑡𝑝𝑢𝑡 ~ 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 +  𝑏𝑎𝑙𝑎𝑛𝑐𝑒 ∗ 𝑠𝑎𝑚𝑝𝑙𝑒. 𝑠𝑖𝑧𝑒 + 𝑝𝑒𝑟𝑖𝑜𝑑 ∗ 𝑠𝑎𝑚𝑝𝑙𝑒. 𝑠𝑖𝑧𝑒  

The first part of the Model 1 becomes the basis of comparison between models and is very 

similar to the Restricted Anderson Model.  

Model 2  𝑜𝑢𝑡𝑝𝑢𝑡 ~ 𝑏𝑎𝑙𝑎𝑛𝑐𝑒  

In order to test whether sample size has any significant effect we compared different model 

combinations while adding some or all of the sample size effects against the model with only 

the Balance Statistic Model 2. The testing was done via anova F-tests and AIC criteria. Also a 

backward elimination procedure is implemented on the unrestricted model with all possible 

interactions namely: 

 Model 0 𝑜𝑢𝑡𝑝𝑢𝑡 ~ 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 ∗ 𝑠𝑎𝑚𝑝𝑙𝑒 ∗ 𝑝𝑒𝑟𝑖𝑜𝑑 

This model has 7 parameters estimated. The backward elimination resulted to  

𝑜𝑢𝑡𝑝𝑢𝑡 ~ 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 + 𝑝𝑒𝑟𝑖𝑜𝑑 +  𝑏𝑎𝑙𝑎𝑛𝑐𝑒 ∗ 𝑝𝑒𝑟𝑖𝑜𝑑 

which somewhat confirms previous results of statistically significant difference in performance 

of survey data between normal times and crisis, although the driver behind this difference in 

 
23 One can use any quantification method instead of the balance statistic. In this study the performance of the balance statistic 

is shown to be good enough and because its’ use is very common amongst institutions it is the only one presented here. CP 
method gives similar results. 
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performance on normal vs crisis does not seem to be caused by the change in sample size of 

the ITS. The extra evidence we got from the regression experiments along with the t.tests 

indicate that the sample size and its interactions were never significant. One can also conclude 

that crisis is not the reason that firms do not respond in the surveys. 

On the above regression models, we basically examined the effects that sample size has on 

output and not on the balance statistic. Our thinking was that if changes in sample size in normal 

times versus crisis are not significant, it follows that taking into account that effect does not 

improve the forecast performance of the model that has only the balance statistic. In other 

words, if Model 2 prevails against models that have the change in sample size and its 

interactions with period, it means that knowing how the sample size changes through normal 

times and crisis does not improve the forecasting performance of the model depending only on 

the balance statistic.  

We are more compelled to know whether sample size has any effect on the quality of the 

balance statistic. To do that, we need to find a measure to evaluate the quality of survey data. 

That measure is the ability to forecast manufacturing output. Thus, we will have to investigate 

the forecasting error produced from balance vs output and also take into account the different 

time periods normal vs crisis. Hence we examined the behaviour of the forecast residual term 

between survey expectations and manufacturing output, namely 𝑒𝑡+1 =  𝑥𝑡+1 − 𝐵𝑡+1𝑡 . The 

idea is to investigate if by taking into account the changes in sample size between normal times 

and crisis times it can help predict any systematic pattern in the forecast error. In other words, 

if the effect of the sample size is different in normal versus crisis, then we should uncover a 

systematic effect in the error term. Also, if the change in sample size is significant during the 

whole period normal and crisis the effect of sample size alone should be significant. 

Thus we start with the following model: 

M:  𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡. 𝑒𝑟𝑟𝑜𝑟 ~ 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 + 𝑠𝑎𝑚𝑝𝑙𝑒. 𝑠𝑖𝑧𝑒 + 𝑝𝑒𝑟𝑖𝑜𝑑 + 𝑠𝑎𝑚𝑝𝑙𝑒. 𝑠𝑖𝑧𝑒. 𝑝𝑒𝑟𝑖𝑜𝑑  

and we run a backward elimination process and we finally end up with the  

M2:𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡. 𝑒𝑟𝑟𝑜𝑟 ~ 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 +  𝑝𝑒𝑟𝑖𝑜𝑑  

This supports what we already observed previously in the forecasting experiments, the 𝑝𝑒𝑟𝑖𝑜𝑑 

plays a significant role in the nature of forecast errors and that is why we found that survey-

based aggregate indicators perform differently in normal times compared to crisis. We also 

tried the same process without the intercept and we ended up with a model without coefficients 

which again does not include any effect of the 𝑠𝑎𝑚𝑝𝑙𝑒. 𝑠𝑖𝑧𝑒. 
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Conclusion 

The task of the paper was to provide the reader with tools to be able to connect and understand 

the theoretical procedures with a practical application and assess the performance of survey 

data in times of crisis. First, by identifying any significant differences regarding the 

performance of data between in normal and crisis times. Secondly, trying to identify the drivers 

of differences in performance between these two periods. Possible drivers that were examined 

were the sensitivity of quantification methods to capture temporary and permanent shocks, 

changes in sample size and changes in answering practices. We continue with a brief discussion 

on many controversial measurement errors that are entailed in the survey data that in certain 

time periods could give false positive results. 

As one reads through the literature on quantification of survey expectations, one will encounter 

many contradictory results, mainly because of the fact that the quantified expectations from the 

methods discussed in section 2 and implemented in section 3 and 4 are more of an 

approximation of firms’ expectations 𝑥𝑖𝑡
𝑒  rather the underlying economic variable 𝑥𝑡  . Hence, 

one measurement error could come from the inability of the firm to correctly forecast. Usually, 

weights are used to compensate for the “trust” in predictions: a larger firm usually has a larger 

weight in the sample, which means if these firms poorly forecast or do not give an honest 

opinion in certain periods, it affects the quality of survey data significantly, especially on the 

aggregate form even if some of the (small size) firms forecast perfectly. Some authors like 

Mitchell (2002) et al. find that the unweighted data outperform the weighted data and suggest 

a panel data analysis to model each firm separately through time.  

Another problem discussed briefly in section 3.2 is the matching process in order to ensure that 

survey data match the official data. It is impossible to find a perfect match between the survey 

and the official data, but the Industrial Trends Survey gives a high quality match when the 

manufacturing sector is concerned (see also Thomas (1995) and Mitchell (2010) et al.). The 

ITS is commonly used by many authors in the literature which means they appreciate the 

quality of the survey. Anyhow, the difficulty of finding a perfect match is evident and the error 

of matching aggregate survey data series with official figures going back 20-30 years is 

inevitable, although our answering practices through the years (1998, 2008, 2013) indicate an 

improving relationship between ITS and MPI.  

There is also an error coming from the lack of rationality of firms when forming expectations. 

In our case many tests for unbiasedness, serial correlation and weak efficiency were 

implemented, but the results were contradictory between methods and periods and therefore 

were not presented. In a statistical sense, we have no evidence to conclude whether firms are 

rational on an aggregate level, but we have evidence that they can significantly and persistently 

beat forecasts that only depend on information from past values. That alone is an indicator that 

agents might be forming expectations that are rational, but overall it is not sufficient to 

conclude. As far as the sample bias error is concerned, it was tested, but only in the sense of 

measuring the effect of changes in the sample size from normal to crisis periods and the 

evidence showed that there is no significant effect of the change in sample that relates to the 

performance of survey data.  

All these different measurement errors that are incorporated in the expectational data and the 

fact that survey expectational data basically are not a proxy for the underlying variable (output) 
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but more of the true expectation values of firms, suggests that one should first test the models’ 

ability to fit the true values of firms expectations and then attempt to evaluate the forecasting 

performance of survey on the aggregate macroeconomic variable and eventually test the 

difference in performance between normal and crisis times. 

Of course there are no firm-level expectational quantitative data available, but the mechanism 

to generate them, exists, as outlined in the probability method section 2.2. For example, if 

someone were to evaluate between quantification methods, they could try a simulation 

experiment such as that described in Claveria (2006) et al. in order to better identify the size 

and the systematic nature of the error coming from the quantification methods and after 

defining that error, they should go on to assess how the data perform in normal times versus 

crisis times. 

Returning to the analysis of sections 3 and 4 from the paper, the results confirm the utility and 

robustness of the use of Balance (BAL) (0) statistics by many institutions, as a figure to provide 

an early indicator and identify the upcoming shocks in the market. The Carlson & Parkin (CP) 

method (8) posed robustness even though none of the initial assumptions made to construct the 

model were evident. CP still performed relatively close to its counterpart extensions (t, 

asymmetric limen, logistic) as well as against the regression methods. As far as the regression 

methods are concerned, the Unrestricted Anderson Model (13) was found to fit the official data 

best when in-sample and out of sample. Pesaran’s model (17) performed very close to the BAL 

and UAM, but it did not show enough evidence to be a clear choice of quantification for 

expectations thus in later experiments was omitted.  

The regression method after all the experiments seems to outperform the other methods and 

the arma models overall. A noticeable attribute of regression as a conversion method is that 

one can combine many different sources of data (quantitative and qualitative) and try to find 

the best in sample fit and then attempt to forecast the future. This means that the survey data 

are being assessed as whole (both retrospective and prospective) and the fact that a combination 

of those two alone give the best results in the experiments adds value to the survey data 

themselves.  

To conclude the discussion, the out of sample analysis was conducted as a progressive 

forecasting experiment on the financial crisis period of 2008Q2:2009Q2. Even though the 

magnitude of the crisis, as expected, could not be captured the results suggest, the quantified 

average measures from all quantification methods favorably outperform an ARMA(1,1) and 

AR(1), AR(2) in the latest experiments. This finding suggests that the utility of qualitative 

survey data is very high even in a severe crisis, not because of their forecasting abilities alone, 

but also because they can increase the forecasting abilities of other models when they are 

included in the model compared with when they are excluded (see section 4). The issue of 

quantifying survey-based expectations is very important, not only because it is necessary to 

find the best quantification method that provides the best forecast in terms of Table 4.1.2 and 

Appendix A Table 4A, but also the method that transforms more accurately the agents’ true 

expectations into quantified expectation series. This is because one can add the quantified 

expectation series as predictors in other known macroeconomic models to increase their 

forecasting abilities. Also it is necessary to identify the size and systematic nature of the error 

coming from the conversion procedure in order to assess effects of other possible driving 

factors on the performance of survey data between normal and crisis periods. 
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To figure out if there is any impact from a crisis on survey data, we added a series of 

experiments and the results outlined in Appendix A Figure 4A4 suggest that there is a change 

in performance before and during the crisis. Of course, there could be a number of possible 

factors driving that change, including the quantification method. Thus, we examined many 

different conversion methods for qualitative expectations in order to find any significant 

differences between them in normal versus crisis times. Results from Tables 4.1, 4.2 and 4.A 

show that all quantification methods perform similarly but outperform “naive” forecasts. This 

basically means the driving factor behind the change in performance between normal and crisis 

is not the conversion methods, because if it was, we should have different results between them.  

Having put aside the quantification methods, we then focused on the impact of change in 

sample size on survey data in normal versus crisis times. The results from Figures 4A2, 4A3, 

4A4 indicate that the sample size does not play any significant role whatsoever in the difference 

in performance of survey data between normal and crisis periods. The robustness of the ITS 

during the crisis period is evident.  

The ITS APS (1998, 2008, 2013) showed that during the crisis, firms were more conservative, 

fearing for a continuous downward trend. Replying “same” for output movements between 4-

8% has significantly decreased compared to before (1998) and after (2013) the crisis period. 

The rise in % of firms classifying 0-2% as “the same” is smaller than the fall in those deeming 

2-4% “the same” which could indicate one an improved relationship between the ONS and ITS 

data over time. 

Although we did not identify exactly the drivers behind the difference in performance between 

normal and crisis period, we did not find evidence that the changes in sample size or the 

quantification methods or any change in answering practices are the real drivers behind it. 

Hence we are assessing the utility of survey data in their overall performance. 

Finally, another compelling feature of the survey data comes from the fact that when the 

Industrial Trends Survey is published, an economist can use the “early views” of the firms and 

attempt to provide two indicators: one as a nowcast for the current period and one as a forecast 

for the next period. Combine this with the fact that the survey data may raise the forecasting 

ability of other macroeconomic models makes the utility of the survey data undeniable both in 

normal times and in times of crisis. Regardless of how well they perform, it is always useful to 

have them at your disposal before the official figures, rather than to not have them at all. For 

the future, it would be interesting to look at disaggregated analysis and weighted versus 

unweighted data, plus a more rigorous assessment of the rationale of firms using a wider range 

of quantitative variables as information for agents when forming expectations. 
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Appendix A 

TABLE 4A EXPERIMENT NO1 

NORMAL 

Forecast  Both 

NORMAL + 

CRISIS Times 

CORRELATION RMSE 

IN 

SAMPLE 

(59 obs) 

OUT OF SAMPLE 

(10 obs) 

IN 

SAMPLE 

(59 obs) 

 

OUT OF SAMPLE 

(10 obs) 

DIFFERENT 

AGGREGATE 

SURVEY 

BASED 

INDCIATORS 

Normal 

Times 

1992Q1-

2006Q4 

(59 obs) 

Normal Times 

 

2007Q1-2008Q1 

(5 obs) 

Crisis 

Times 

2008Q1-

2009Q2 

(5 obs) 

Normal 

Times 

1992Q1-

2006Q4 

Normal Times 

2007Q1-2008Q 

(5 obs) 

Crisis Times 

 

2008Q1-

2009Q2 

(5 obs) 

BAL 0.549 0.514 0.970 1.678 0.817 7.86 

CP 0.541 0.486 0.961 1.708 1.16 4.47 

RAM 0.799 0.791 0.845 1.194 1.34 5.24 

UAM 0.802 0.792 0.842 1.228 1.26 5.18 

ARMA(1,1) 0.779 0.754 0.702 1.216 0.889 6.39 

AR(1) 0.777 0.727 0.708 1.221 0.936 6.36 

AR(2) 0.783 0.775 0.699 1.214 0.847 6.40 

                          EXPERIMENT NO2 
NORMAL 

Forecast  

NORMAL 

Times  

CORRELATION RMSE 

IN 

SAMPLE 

OUT OF SAMPLE IN 

SAMPLE 

OUT OF SAMPLE 

INDICATORS Normal 

Times 

1992Q1-

2006Q4 

Normal Times 

 

2007Q1-2008Q1 

Normal 

Times 

1992Q1-

2006Q4 

Normal Times 

 

2007Q1-2008Q1 

BAL 0.549 0.578 1.678 1.447 

CP 0.541 0.550 1.708 1.031 

RAM 0.798 0.588 1.205 0.994 

UAM 0.791 0.600 1.271 0.977 

ARMA(1,1) 0.779 0.311 1.216 1.296 

AR(1) 0.777 0.282 1.221 1.337 

AR(2) 0.783 0.342 1.214 1.261 

   

NORMAL 

Forecast  

CRISIS Times 

CORRELATION RMSE 

IN 

SAMPLE 

OUT OF SAMPLE IN 

SAMPLE 

OUT OF SAMPLE 

INDICATORS Normal 

Times 

1993Q2-

2008Q1 

Crisis Times 

 

2008Q1-2009Q2 

Normal 

Times 

1993Q2-

2008Q1 

Crisis Times 

 

2008Q1-2009Q2 
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Q9b on the ITS ASP asks what range of movement would the respondent classify as “the 

same”, when responding on output. The distribution of these movements seems to have 

flattened over time – with more respondents classifying a wider range of movements as “the 

same” relative to 1998. 

0

10

20

30

40

50

Up to 1% Up to 1-2% Up to 2-4% Up to 4-8%

Figure 4A:  

ITS APS: what range of movement would you regard as falling 

within the reply "the same"?

1998 2008 2013

BAL 0.54 0.966 1.64 7.870 

CP 0.53 0.957 1.65 4.669 

RAM 0.81 0.857 1.22 5.215 

UAM 0.81 0.852 1.28 5.129 

ARMA(1,1) 0.79 0.705 1.19 6.363 

AR(1) 0.79 0.711 1.19 6.338 

AR(2) 0.78 0.702 1.16 6.374 

                          EXPERIMENT NO3 
NORMAL 

Forecast  Both 

NORMAL + 

CRISIS Times 

CORRELATION RMSE 

IN 

SAMPLE 

 

OUT OF SAMPLE IN 

SAMPLE 

OUT OF SAMPLE 

INDICATORS Normal 

Times 

1992Q1-

2003Q1 

Normal 

Times 

2003Q2-

2008Q1 

Crisis 

Times 

2008Q2-

2009Q2 

Both 

 

2003Q2-

2009Q2 

Normal 

Times 

1992Q1-

2003Q1 

Normal 

Times 

2003Q2-

2008Q1 

Crisis 

Times 

2008Q2-

2009Q2 

Both 

 

2003Q2-

2009Q2 

BAL 0.547 0.583 0.267 0.807 1.797 1.447 7.912 3.768 

CP 0.540 0.554 0.191 0.783 1.827 1.025 5.644 2.685 

RAM 0.838 0.585 0.847 0.923 1.198 1.001 4.083 2.034 

UAM 0.829 0.598 0.898 0.932 1.276 0.978 4.359 2.136 

ARMA(1,1) 0.815 0.311 0.703 0.722 1.222 1.296 6.393 3.085 

AR(1) 0.811 0.282 0.709 0.716 1.235 1.337 6.363 3.087 

AR(2) 0.822 0.342 0.699 0.727 1.214 1.261 6.402 3.078 
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During the early stages of financial crisis in April 2008 firms responded to the ITS Answering 

Practice Survey. The % of firms classifying a change of 4-8% in output “the same” has 

decreased also the %0-2 has increased compared to 1998 this might be an indicator that more 

firms recognise the start of the crisis -2% in 2008Q2. The APS of 2013 show an uptick in % of 

firms classifying movements of 0-2% as “the same”, and a reduction in those classifying 

movements of up to 2-4% in this category. The latter is encouraging, as it suggests that larger 

changes in output are being captured in the ITS data. 

The increase in smaller movements being classified as “the same” may mean that more 

incremental changes in output aren’t be captured by the output balance. 

But the rise in those classifying 0-2% as “the same” is smaller than the fall in those deeming 

2-4% “the same” – so on net, one might expect this to have improved the relationship between 

the ONS and ITS data over time. Although given the persistent flattening, this might now have 

anything to do with the financial crisis. 

 

Followed by the procedure of testing if changes in sample size between normal and crisis times 

are of any significance. 
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Figure 4A2 

Monthly ITS Sample Size during normal and crisis 
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Now we extend the period to examine if ex-post there is any significant change in the ITS 

sample size. 

 

Followed by the procedure of testing if changes in sample size between crisis and ex-post times 

are of any significance. 
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Figure 4A3 

ITS sample size during ex-ante, crisis and ex-post periods
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Figure 4A4:  
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Figure 4A5 

Examining whether sample size alone or between periods has any significant effect in the 

nature of the forecast error: 
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We re-run the procedure without the intercept 
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The results from the above procedures Figures 4A2, 4A3, 4A4 and 4A5 support the claim that 

the changes in ITS sample size do not affect the forecasting performance of survey data 

significantly. Furthermore, the “period” (normal vs crisis) seems to have an effect on the 

performance of survey data.  

 

The backward elimination process starts with the full unrestricted model and in each step takes 

out one effect and re-examines if that effect increased the performance of the remainder model 

based on the AIC criterion. The procedure stops if : while excluding an effect the performance 

of the remainder model is worse. The stepwise procedure was also implemented resulting in a 

similar results without indicating sample size as significant effect. Also a regression of the 

forecasting error against the effects of change in the sample size was also considered and the 

backward elimination model ends up with just the intercept. 

 

Appendix B 

          

Table B shows a visual example on the dataset that will be used for the quantification 

procedures. It is important to mention some symbolism differences that are observed in the 

dataset. The output growth is symbolised as 𝑦 instead of  𝑥 and is measured in % growth from 

quarter to quarter. The prospective series are symbolized as 𝑅𝑒 , 𝐹𝑒 represent the % of firms 

expectations of a “Rise” (“Fall”) of y which is equivalent to an “Up” (“Down”) movement of 

over the next quarter as ticked in the ITS survey. The retrospective series are symbolized as 
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𝑅𝑝, 𝐹𝑝 instead of are symbolized as 𝑅 , 𝐹 in the report. An example is outlined below to help 

the reader understand the structure of the dataset in R and the connection with the report. 

Example:  In the line 1 of the dataset is 1991Q1  

y(1991 Q1)  : −3.8 % growth was observed from 1991Q1   

Re(1991 Q1):  20.79% of the firms in 1991Q1 expect y to “Rise” in 1991Q2 

Fe(1991 Q1):   27.7%  of the firms in 1991Q1 expect y to “Fall” in 1991Q2     

Rp(1991 Q1):     9% of the firms in 1991Q1 reported that y has “risen”  in 1991Q1 

Fp(1991 Q1):   52%  of the firms in 1991Q1 reported that y has “fallen” in 1991Q1     

 

 

 

Table B1: Descriptive Statistics Analysis 

 

Whole 

Sample 

Prospective data 

[1991Q1 : 2009Q2] 

 

Retrospective data 

[1991Q1 : 2009Q2] 

 

Official  Data 

[1991Q1 :2009Q2] 

 

Nobs = 74 𝑅𝑒 𝑆𝑒 𝐹𝑒 𝑅𝑝 𝑆𝑝 𝐹𝑝 𝑥𝑡 

mean 
24.8 54 20.6 23.5 48 27 0.005 

median 
25 54 19 24 50 25 0.9 

sd 
6.1 4.6 8.1 7.2 5 9.7 3.1 

Min 
7 41 9 6 34 9 -12.4 

max 
38 63 50 42 63 59 6.7 

skew 
-0.44 -0.50 1.5 -0.22 -0.63 0.89 -1.5 

kurtosis 
-0.13 0.48 2.5 -0.14 1.06 0.66 3.7 

 

In sample 

Prospective data 

[1991Q1 : 2007Q4] 

 

Retrospective data 

[1992Q2 : 2008Q1] 

 

Official  Data 

[1992Q2 :2008Q1] 

 

Nobs = 68 𝑅𝑒 𝑆𝑒 𝐹𝑒 𝑅𝑝 𝑆𝑝 𝐹𝑝 𝑥𝑡 

mean 
25.6 54.6 19.1 24. 49.4 26 0.57 

median 
26 55 18 24 50 24 1 

sd 
5.5 4 6 7 4.3 8.4 2.2 

min 
12 43 9 9 38 9 -6.1 

max 
38 63 43 42 63 52 6.7 

skew 
-0.27 -0.21 1.1 -0.2 -0.25 0.68 -0.52 
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kurtosis 
-0.47 0.04 2.01 -0.045 1.07 0.32 1.27 

Out of 

sample 

Prospective data 

[2008Q1 : 2009Q1] 

 

Retrospective data 

[2008Q1 : 2009Q1] 

 

Official  Data 

[2008Q2 :2009Q2] 

 

Nobs = 5 𝑅𝑒 𝑆𝑒 𝐹𝑒 𝑅𝑝 𝑆𝑝 𝐹𝑝 𝑥𝑡 

mean 
15.4 46.2 38 17.8 40.4 41.6 -6.92 

median 
14 43 44 16 39 45 -7.2 

sd 
6.50 5.8 11.7 8.3 7.1 13.3 4.8 

min 
7 41 23 6 34 26 -12.4 

max 
23 53 50 28 51 59 -1.5 

skew 
-0.014 0.26 -0.25 -0.15 0.47 

-
0.006 0.02 

kurtosis 
-1.99 -2.22 -2.1 -1.70 -1.66 -2.03 -2.13 

In this table it clearly observed the impact on crisis on output when crisis period is omitted the 

descriptive statistics show noticeable differences. Also some key features are highlighted. The 

distribution of x has no evidence of being normal in any sample variation. Normal distribution 

has skewness 0, kurtosis 3 and the mean equals the median. In the whole sample period the 

kurtosis is close but the large negative skewness and the difference between the mean and 

median shows the asymmetry caused by the large negative values from the crisis is still 

substantial. In the in sample period the output is gathered around zero and is way more peaked 

than a normal distribution.  
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Table B2 is a summary of the output from the UAM regression (13) A2 in R24. In fact 

the output comes from a Generalised Least Squares estimation using the gls() function 

in R. The parameters 𝑎̂ = 6.130, se(α̂) = 1.9 and 𝑏̂ = −5.373, 𝑠𝑒(𝑏̂) = 1.815 are 

adjusted for autocorrelation and Phi denotes the 𝑢𝑡~𝐴𝑅(1) parameter 𝜑̂ = 0.752 for 

the error term. Both variables (𝑅𝑡, 𝐹𝑡) are found to be significant 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.0023,

𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 0.0043. 

 
24 R is a open source statistical program. 
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Figure B2 shows the diagnosstic test for the UAM model. It is evident throught the acf 

and the Box-Pierce p.value that there is no evidence to reject (𝛨0) the null hypothesis 

of autocorrelation in the residuals. Following by the two plots on the right the 

homoskdasticity and normality assumptions are not clear mainly because of the large 

negative values of that caused by the early 1990’s recession. 
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